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Now that epigenetics has moved to the forefront of biological sciences, this book is focused on practical aspects of this burgeoning field of science and is intended to provide the most recent, pertinent, and comprehensive information with respect to the role of epigenetics in human disease. Epigenetic diseases consist of the increasing number of human diseases that have at least part of their basis in aberrations of epigenetic processes such as DNA methylation, histone modifications, or non-coding RNAs. Unlike most genetic defects as a cause for human disease, epigenetic alterations are potentially reversible. This is perhaps the most important aspect of epigenetic diseases because their reversibility makes these diseases amenable to pharmacological treatment. The goal of this volume is to highlight those diseases or conditions for which we have considerable epigenetic knowledge such as cancer, autoimmune disorders, and aging as well as those that are yielding exciting breakthroughs in epigenetics such as diabetes, neurological disorders, and cardiovascular disease.

Where applicable, attempts are made not only to detail the role of epigenetics in the etiology, progression, diagnosis, and prognosis of these diseases, but also to present novel epigenetic approaches to the treatment of these diseases. The book is designed such that each featured human disease is first described in terms of the underlying role of epigenetics in the disease and, where possible, followed by a chapter describing the most recent advances in epigenetic approaches for treating the disease. This allows basic scientists to readily view how their efforts are currently being translated to the clinic and it also allows clinicians to review in side-by-side chapters the epigenetic basis of the diseases they are treating. In some cases our knowledge of the epigenetics of human diseases is more extensive. Therefore, in those cases, such as cancer, more than one chapter on the underlying epigenetic causes appears. In other cases, such as for neurological disorders, the epigenetic basis of the diseases can vary somewhat due to the varying nature of the disorders. Chapters are also presented on the epigenetics of human imprinting disorders, respiratory diseases, infectious diseases, and gynecological and reproductive diseases, as well as the epigenetics of stem cells, obesity, and allergic diseases. Although aging is not considered to be a human disease per se, there are many age-associated diseases. Moreover, since epigenetics plays a major role in the aging process, advances in the epigenetics of aging are highly relevant to many human diseases. Therefore, this volume closes with chapters on aging epigenetics and breakthroughs that have been made to delay the aging process through epigenetic approaches.

The intended audience for this book is the vast body of students and scientists who are interested in either the underlying basis of human diseases and/or novel means to treat human diseases that are caused by reversible epigenetic processes. This book is tailored for those with interests ranging from basic molecular biology to clinical therapy and who could benefit from a comprehensive analysis of epigenetics as it applies to human diseases.
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1.1 INTRODUCTION

Epigenetics does not involve changes in DNA sequence but is nevertheless able to influence heritable gene expression through a number of processes such as DNA methylation, modifications of chromatin and non-coding RNA. Aberrations in DNA methylation are common contributors to disease. For example, imprinting diseases such as the Angelman, Silver—Russell, Prader—Willi and Beckwith—Wiedemann syndromes are often associated with alterations in DNA methylation [1]. Human diseases attributable to DNA methylation-based imprinting disorders, however, have not been limited to these genetic diseases as diabetes, schizophrenia, autism and cancer have also been associated with aberrations in imprinting. Abnormalities of the enzymes that mediate DNA methylation can also contribute to disease as illustrated by the rare Immunodeficiency—Centromere instability—Facial anomalies (ICF) syndrome caused by mutations in DNA methyltransferase 3B (DNMT3B). Likewise, Rett syndrome, related to mutations in the methyl-binding domain (MBD) protein, MeCP2, leads to dysregulations in gene expression and neurodevelopmental disease [2]. Perhaps most commonly, DNA methylation aberrations can often contribute to cancer either through DNA hypo- or hypermethylation. DNA hypomethylation leads to chromosomal instability and can also contribute...
to oncogene activation, both common processes in oncogenesis, and DNA hypermethylation is often associated with tumor suppressor gene inactivation during tumorigenesis.

Histone modifications frequently contribute to disease development and progressions and histone acetylation or deacetylation are the most common histone modifications involved in diseases. Aberrations in histone modifications can significantly disrupt gene regulation, a common factor in disease, and could potentially be transmissible across generations [3]. Histone modifications have in fact been associated with a number of diseases such as cancer and neurological disorders. Collaborations between DNA methylation and histone modifications can occur and either or both of these epigenetic processes may lead to disease development [4].

Non-coding RNAs are an emerging area of epigenetics and alternations in these RNAs, especially microRNAs (miRNAs), contribute to numerous diseases. miRNAs can inhibit translation of mRNA if the miRNA binds to the mRNA, a process that leads to its degradation, or the miRNA may partially bind to the 3’ end of the mRNA and prohibit the actions of transfer RNA [5]. Although miRNAs have been associated with a number of diseases such as Crohn’s disease [6], their role in tumorigenesis is now established and is considered to be a frequent epigenetic aberration in cancer.

Collectively, epigenetic processes are now generally accepted to play a key role in human diseases. As the knowledge of epigenetic mechanisms in human diseases expands, it is expected that approaches to disease prevention and therapy using epigenetic interventions will also continue to develop and may eventually become mainstays in disease management.

### 1.2 EPIGENETIC VARIATION METHODS

Technological advances often serve as a major stimulus for knowledge development and the field of epigenetics is no exception in this regard. Recent advances in epigenetic-based methods have served as major driving forces in the fascinating and ever-expanding epigenetic phenomena that have been revealed especially over the past decade. Although genome-wide maps have been developed, there is still a need for maps of the human methylome and histone modifications in healthy and diseased tissues, as discussed in Chapter 2. Epigenetic variation is especially prominent in human diseases and established techniques such as bisulfite genomic methylation sequencing and chromatin immunoprecipitation (ChIP) analyses are revealing numerous epigenetic aberrations involved in disease processes. However, cutting-edge advances in comparative genomic hybridization (CGH) and microarray analyses as well as quantitative analysis of methylated alleles (QAMA) and many other developing technologies are now facilitating the elucidation of epigenetic alterations in disease that were previously unimagined. Combinations of epigenetic technologies are also emerging that show promise in leading to new advances in understanding the epigenetics of disease.

### 1.3 CANCER EPIGENETICS

As mentioned above, DNA methylation is often an important factor in cancer development and progression. DNA methylation changes can now be readily assessed from body fluids and applied to cancer diagnosis as well as the prognosis of cancer (Chapter 3). Epigenome reference maps will likely have an impact on our understanding of many different diseases and may lead the way to breakthroughs in the diagnosis, prevention and therapy of human cancers. Histone modifications are frequently altered in many human cancers and the development of a histone modification signature may be developed that will aid in the prognosis and treatment of cancers (Chapter 4). These histone maps may also have potential in guiding therapy of human cancers. MicroRNAs (miRNAs) are central to many cellular functions and they are frequently dysregulated during oncogenesis (Chapter 5). In fact, miRNA expression profiles
may be more useful than gene expression profiles for clinical applications since there are fewer mRNA regulatory molecules. These miRNA profiles may be applicable to identifying various cancers or to stratify tumors in addition to serving prognostic or therapeutic roles. Epigenetic therapy for cancer is perhaps one of the most exciting and rapidly developing areas of epigenetics. As discussed in Chapter 6, approaches are available for targeting enzymes such as the DNMTs, histone acetyltransferases (HATs), histone deacetylases (HDACs), histone methyltransferases (HMTs) and histone demethylases (HDMTs). The development of drug-based inhibitors of these epigenetic-modifying enzymes could be further improved through drug combinations or even natural plant-based products, many of which have been found to harbor properties that can mimic the often more toxic and perhaps less bioavailable epigenetic drugs that are currently in use.

1.4 EPIGENETICS OF NEUROLOGICAL DISEASE

One of the newer areas of epigenetics that has been rapidly expanding is its role in neurological disorders or diseases. These disorders are not limited to the brain as the disease target, but also often involve nutritional and metabolic factors that contribute as well to conditions such as neurobehavioral diseases (Chapter 7). At this point, however, the number of neurodevelopmental disorders that have been associated with epigenetic aberrations is not very extensive. A possible explanation for this is that the pervasive nature of epigenetic processes could serve as a negative selective force against more localized disease such as neurodevelopmental disorders (Chapter 8). In fact, many neurodevelopmental disorders are due to partial loss-of-function mutations or are X-chromosomal mosaics with recessive X-linked mutations. Neurodegenerative diseases such as Alzheimer’s disease have been increasingly associated with alternations in epigenetic processes. Environmental factors such as diet and exposure to heavy metals may lead to the epigenetic changes often involved in Alzheimer’s disease eventually contributing to increased amyloid β peptide (Chapter 9). These factors may begin early in life and manifest as late-onset forms of Alzheimer’s disease. Fortunately, as reviewed in Chapter 10, a number of new approaches are currently being developed that could have translational potential in preventing or treating many of the epigenetic changes that are being revealed as an important component of neurobiological disorders.

1.5 AUTOIMMUNITY AND EPIGENETICS

There is a strong association between environmental factors, age and the development of autoimmune disorders. Epigenetic processes are central to aging and are also an important mediator between the environment and disease and it is thought that these factors may be important in the development and progression of numerous autoimmune diseases. For example, systemic lupus erythematosus (SLE) and rheumatoid arthritis (RA) are autoimmune disorders that have frequently been associated with aberrations in epigenetic mechanisms (Chapter 11). Often the epigenomic and sequence-specific DNA methylation changes found in SLE and RA affect key genes in immune function. Two challenges are to increase the use of high-throughput approaches to these diseases to mine for additional gene aberrations and to translate these epigenetic changes to the clinic through the development of novel approaches for preventing or treating SLE and RA. Fortunately, there is hope for epigenetic therapy of autoimmune disorders as reviewed in Chapter 12. Much of the current research for drug development relevant to autoimmune dysfunction is focused on correcting alterations in DNA methylation and histone acetylation. However, recent exciting advances suggest promising avenues for drug development as applied to miRNAs. For instance, miRNAs or inhibitors of miRNA to impact DNA methylation may have utility in affecting gene transcription in immune cells that often lead to the development of SLE.
1.6 HUMAN IMPRINTING DISORDERS

Both DNA methylation and histone modifications can impact imprinting centers that control parent-of-origin-specific expression and lead to human imprinting disorders. These disorders, such as Angelman, Prader–Willi, Silver–Russell and Beckwith–Wiedemann syndromes, frequently involve epigenetic changes that contribute to these disorders and they often manifest at a very young age (Chapter 13). However, both epigenetic and genetic factors are often important in human imprinting disorders and the development of epigenetic therapy approaches in this particular area represents a considerable challenge. Advances are being made in understanding the epigenetic basis of human imprinting disorders which may provide breakthroughs in treating these tragic diseases.

1.7 EPIGENETICS OF OBESITY

Rare obesity-associated imprinting disorders have been described and dietary modulation efforts have suggested an epigenetic component may exist in these disorders. In fact, the major role of environmental factors in obesity strongly suggests a role of epigenetic changes such as those involving DNA methylation in obesity (Chapter 14). Early-life environmental factors could be especially important in controlling epigenetic aberrations that may contribute to obesity as reviewed in Chapter 15. It is likely that increased identification of obesity biomarkers and their associated epigenetic factors may lead to new advances in controlling the extant epidemic in childhood obesity in many developed countries. It is highly likely that nutritional or lifestyle interventions either during pregnancy or early in life could impact processes such as DNA methylation and histone modifications that are highly responsive to environmental stimuli and lead to means to control obesity at very early ages.

1.8 DIABETES: THE EPIGENETIC CONNECTION

Similar to obesity, environmental factors are also often important in the development of type 2 diabetes. Non-genetic risk factors such as aging and a sedentary lifestyle have been associated with epigenetic aberrations characteristic of type 2 diabetes (Chapter 16). Since markers such as DNA methylation have been shown to vary in diabetic versus non-diabetic individuals, it is very possible that epigenetic manifestations may have a key role in the pathogenesis of type 2 diabetes. However, multisystem studies are currently needed to further substantiate this concept and additional studies on the prediction and prevention of type 2 diabetes are sorely needed. Histone modifications have also been strongly implicated in diabetes as reviewed in Chapter 17. In fact, HDAC inhibitors may have potential in treating diabetes in the short term. Nutritional compounds that lead to HDAC inhibition may have potential in treating type 2 diabetes as well as the development of miRNA-based therapeutics that would have greater targeting potential.

1.9 EPIGENETICS AND ALLERGIC DISORDERS

Consistent with many other epigenetic diseases, early environmental factors appear to be a critical component to the development of numerous allergic disorders. For example, exposure to specific factors in utero may be associated with epigenetic aberrations that affect gene expression, immune programming and the development of allergic maladies in the offspring (Chapter 18). Additionally, this transgenerational component may allow for the transmittance of epigenetic changes to future generations beyond the offspring leading to allergic disorders. Novel early interventions into epigenetic-modifying factors such as maternal diet may contribute to an eventual decline in allergy-based disorders. Asthma is a common disorder of this nature and there is some evidence that corticosteroids exert their anti-inflammatory effects in part by inducing acetylation of anti-inflammatory genes (Chapter 19). The potential recruitment of HDAC2 to activated inflammatory genes by corticosteroids may be a key
mechanism for epigenetic-based therapy of allergic disorders such as asthma. Future efforts are now being directed toward modifiers of other epigenetic processes in allergic disorders such as histone phosphorylation and ubiquitination.

1.10 CARDIOVASCULAR DISEASE AND EPIGENETICS
Atherosclerosis is a major precipitating factor in cardiovascular diseases and the functions of smooth muscle cells (SMCs) and endothelial cells (ECs) are central to the development of atherosclerosis. Mounting evidence has indicated that epigenetic processes such as DNA methylation and histone acetylation have critical functions in modulating SMC and EC homeostasis. The SMC and EC proliferation, migration, apoptosis and differentiation not only contribute to atherosclerosis, but also cardiomyocyte hypertrophy and heart failure, as reviewed in Chapter 20. The role of HDACs in cardiovascular disease such as arteriosclerosis has been showing promise, although concerns surround the tissue-specificity of these agents. Given this concern, the development of highly selective and cell type-specific HDAC inhibitors may have potential in epigenetic-based therapies for cardiovascular diseases of varied types.

1.11 EPIGENETICS OF HUMAN INFECTIOUS DISEASES
A common theme is the environmental impact on the epigenome and its role in epigenetic disease processes. Consistent with this concept, bacterial and viral infections often cause epigenetic changes in host cells that lead to pathology as reviewed in Chapter 21. The consequences of these epigenome-modifying infections are not limited to neoplasia. There are, in fact, many other diseases that have an epigenetic basis induced by infectious agents such as diseases of the oral cavity. Even organisms like protozoa can contribute to host epigenetic dysregulation. Knowledge accumulated regarding epigenetic “invaders” of the genome and their pathological consequences will undoubtedly lead to the development of more sophisticated and novel approaches to controlling and treating epigenetic-based infectious diseases.

1.12 REPRODUCTIVE DISORDERS AND EPIGENETIC ABERRATIONS
Endometriosis, or the presence of functional endometrial-like tissues outside of the uterine cavity, is often secondary to hormonal and immunological aberrations. Most exciting in the context of epigenetics, however, is that many recent studies have indicated that endometriosis may have an important epigenetic component that contributes to its pathological progression (Chapter 22). A number of investigations have indicated HDAC inhibitors may be effective in treating endometriosis. There is also potential for the development of epigenetic biomarkers for endometriosis such as changes in DNA methylation as well as miRNA-based biomarkers. Epigenetic processes are also gaining increasing importance in endometrial cancer (Chapter 23). Damage to the mismatch repair system appears to play a significant role in the development of endometrial cancer through the mechanism of hMLH1 hypermethylation. These findings may have important epigenetic therapeutic implications for endometrial cancer and could also have potential for the prevention, diagnosis and risk assessment of endometrial cancer.

1.13 STEM CELL EPIGENETICS IN HUMAN DISEASE
Stem cell-based therapeutic approaches could lead to powerful means of treating human diseases and epigenetic regulatory signals play an important role in the maintenance of stem cell potency (Chapter 24). Chromatin modifications and dynamics appear to have an important role in conservation of pluripotency and the differentiation of embryonic stem cells which are central factors in stem cell-based therapeutics. In fact, several epigenetic disorders have been modeled in vitro through the use of induced pluripotent stem cells (iPSCs) from the
cells of patients. Understanding the basic epigenetic changes central to these processes may have considerable potential in the treatment of human epigenetic diseases. Non-coding RNAs also participate in stem cell renewal and differentiation (Chapter 25). The role of epigenetics and non-coding RNAs may provide many useful tools for manipulating stem cell programming as applied to therapy of epigenetic-based diseases.

1.14 EPIGENETICS OF AGING AND AGE-ASSOCIATED DISEASES

Few processes are as pervasive as aging which impacts not only the entire physiological fitness of an organism, but also its predisposition to developing age-related diseases which is comprised of an ever-growing list of diseases. It is now apparent that epigenetic processes are major components of aging, which opens many avenues to human diseases (Chapter 26). Although aging is not considered a disease in and of itself, it is perhaps the most frequent contributor to human disease. Therefore, delaying the epigenetic aberrations associated with aging through epigenetic intervention and treating epigenetic-based age-associated diseases could have a tremendous impact on the role of epigenetics in human disease. Although they are on opposite sides of the lifespan spectrum, early developmental processes are likely linked to later life aging and age-associated diseases (Chapter 27). The role of nutrition, hormones and metabolic environment early in life can have effects throughout life, influence epigenetic pathways and markers and manifest in the form of aging and age-related diseases. Considerable interest is now focused on the impact of early life epigenetic impacts and the outcome of these effects on the myriad of age-associated diseases which comprise much of the pathology that forms the basis of human disease.

1.15 CONCLUSION

Epigenetic processes not only take many forms, but they also can readily become expressed as human diseases. These diseases, that can be loosely grouped under the heading of “epigenetic diseases”, are vast and the list of diseases that fit into this description is rapidly growing. Elucidation of the epigenetic aberrations in human diseases not only has implications for epigenetic-based therapy, but also for risk assessment, prevention, progression analysis, prognosis and biomarker development. A common theme of many epigenetic-based human diseases is the role of the environment. This may take varied forms, ranging from maternal nutrition to infectious agents. Exciting advances are rapidly developing that are contributing significantly toward the management of human diseases through epigenetic intervention. It is anticipated that epigenetic-based preventive and therapeutic strategies will continue to develop at a rapid pace and may assume a role at the forefront of medicine in the not too distant future.
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2.1 INTRODUCTION

Epigenetics is not only one of the most rapidly expanding fields of study in biomedical research but is also one of the most exciting and promising in terms of increasing our understanding of disease etiologies and of developing new treatment strategies. Among the recent landmark events in this field are the characterization of the human DNA methylome at single nucleotide resolution, the discovery of CpG island shores, the identification of new histone variants and modifications, and development of genome-wide maps of nucleosome positions. Much of our increased understanding is the result of technological breakthroughs that have made it feasible to undertake large-scale epigenomic studies. These new methodologies have enabled ever finer mapping of the epigenetic marks, such as DNA methylation, histone modifications and nucleosome positioning, that are critical for regulating the expression of both genes and noncoding RNAs [1]. In turn, we have a growing understanding of the consequences of aberrant patterns of epigenetic marks and of mutations in the epigenetic machinery in the etiology of disease.

However, there are several aspects of the methods used to analyze epigenetic variation associated with disease that present potential problems. First, the tissue used to obtain the DNA. This depends to some extent on the nature of the disease, and can influence the analytical methods that are employed. For example, the DNA of some tissues may have a low incidence of moieties with the diagnostic pattern of methylation, which would limit the choice of analytic methodologies to those with high sensitivity for these molecular signatures. Second, different diseases may require analysis of either regional or genome-wide epigenetic variation, with the choice depending on the predicted variation in the specific disease. The continuing increase in the number of "epigenetic" diseases means that the list of methods that are practical for the different diseases is also increasing. Third, epigenetic variation can be a consequence or a cause of the disease. Therefore, use of strategies that can differentiate the role, or otherwise, of epigenetic variation in the causality of a disease is fundamental. It might, for example, allow determination of whether epigenetic variation is a marker of disease progression, a potential therapeutic target, or a useful marker for assessing the efficiency of a therapy.

Although the new technologies have provided considerable insights into epigenetic aspects of disease, there is still considerably more work that needs to be carried out. In particular, there is a great need for detailed descriptions of human DNA methylomes and for maps of histone modifications and nucleosome positions in healthy and diseased tissues. A number of international projects and initiatives have been established to meet this need: the NIH Roadmap Epigenomics Program, the ENCODE Project, the AHEAD Project, and the Epigenomics NCBI browser, among others [2,3]. The availability of detailed epigenetic maps will be of enormous value to basic and applied research and will enable pharmacological research to focus on the most promising epigenetic targets.

This chapter summarizes some of the contemporary methods used to study epigenetics and highlights new methods and strategies that have considerable potential for future epigenetic and epigenomic studies.

2.2 DNA METHYLATION ANALYSIS

Methylation of cytosine bases in DNA is not only an important epigenetic modification of the genome but is also crucial to the regulation of many cellular processes. DNA methylation is important in many eukaryotes for both normal biology and disease etiology [1]. Therefore, identifying which genomic sites DNA are methylated and determining how this epigenetic mark is maintained or lost is vital to our understanding of epigenetics. In recent years, the technology used for DNA methylation analysis has progressed substantially: previously, analyses were essentially limited to specific loci, but now, they can be performed on a genome-wide scale to characterize the entire "methylome" with single-base-pair resolution [4].
The new wealth of profiling techniques raises the challenge of which is the most appropriate to select for a given experimental purpose. Here, we list different methodologies available for analyzing DNA methylation and briefly compare their relative strengths and limitations [5]. We also discuss important considerations for data analysis.

2.2.1 Methylation-Sensitive Restriction Enzymes

The identification of DNA methylation sites using methylation-sensitive restriction enzymes requires high-molecular-weight DNA and is limited by the target sequence of the chosen enzyme. The use of restriction enzymes that are sensitive to CpG methylation within their cleavage recognition sites [6] is a relatively low-resolution method, but it can be useful when combined with genomic microarrays [7,8].

2.2.2 Bisulfite Conversion of Unmethylated Cytosines, PCR and Sequencing

Conversion of unmethylated sequences with bisulfite followed by PCR amplification and sequencing analyses provides an unbiased and sensitive alternative to the use of restriction enzymes. This approach is therefore generally regarded as the “gold-standard technology” for detection of 5-methyl cytosine as it enables mapping of methylated sites at single-base-pair resolution [9]. The bisulfite method requires a prolonged incubation of the DNA sample with sodium bisulfite; during this period, unmethylated cytosines in the single-stranded DNA are deaminated to uracil. However, the modified nucleoside 5-methyl cytosine is immune to transformation and, therefore, any cytosines that remain following bisulfite treatment must have been methylated. This method is currently one of the most popular approaches to methylation analysis and yields reliable, high-quality data [9,10]. The drawback to the method is that it is labor-intensive and is not suitable for screening large numbers of samples.

2.2.3 Comparative Genomic Hybridization (CGH) and Microarray Analysis

A combination of CGH and microarray analysis can overcome the limitations of the bisulfite method. This combination can enable high-throughput methylation analyses. The various advantages and disadvantages of this approach have been reviewed previously [11–13]. Recent high-throughput studies have used protein affinity to enrich for methylated sequences and then exploited these sequences as probes in genomic microarrays. Methylated DNA fragments can be affinity-purified either with an anti-5-methyl cytosine antibody or by using the DNA-binding domain of a methyl-CpG-binding protein [14,15].

2.2.4 Bisulfite Treatment and PCR Single-Strand Conformation Polymorphism (SSCP) (BiPS)

The combination of bisulfite treatment with PCR-based single-strand DNA conformation polymorphism (SSCP) analysis offers a potentially quantitative assay for methylation [16]. This combination approach, sometimes referred to as BiPS analysis, can be used for the rapid identification of the methylation status of multiple samples, for the quantification of methylation differences, and for the detection of methylation heterogeneity in amplified DNA fragments. This technique has been successfully used to investigate the methylation status of the promoter region of the hMLH1, p16, and HIC1 genes in several cancer cell lines and colorectal cancer tissues [17].

2.2.5 Methylation-Sensitive Single-Nucleotide Primer Extension

Methylation-sensitive single-nucleotide primer extension (MS-SNuPE) is a technique that can be used for rapid quantitation of methylation at individual CpG sites [18,19]. Treatment of genomic DNA with sodium bisulfite is used to convert unmethylated cytosine to uracil while
leaving 5-methylcytosine unaltered. Strand-specific PCR is performed to generate a DNA template for quantitative methylation analysis using MS-SNuPE. This protocol can be carried using multiplex reactions, thus enabling the simultaneous quantification of multiple CpG sites in each assay.

2.2.6 Combined Bisulfite and Restriction Analysis
The combined bisulfite and restriction analysis (COBRA) approach involves combining the bisulfite and restriction analysis protocols [20]. It is relatively simple to use while still retaining quantitative accuracy. Although both COBRA and MS-SNuPE are quantitative, they have the restrictions that the former can only analyze a specific sequence because it utilizes restriction enzymes and the latter is somewhat laborious. MS-SnuPE has also been combined with microarray analysis to allow parallel detection of DNA methylation in cancer cells [19].

2.2.7 Quantitative Bisulfite Sequencing using Pyrosequencing Technology
Quantitative bisulfite sequencing using pyrosequencing technology (QBSUPT) is based on the luminometric detection of pyrophosphate release following nucleotide incorporation [21]. The advantage of QBSUPT is that quantitative DNA methylation data are obtained directly from PCR products, without the need for cloning and sequencing a large number of clones. However, QBSUPT cannot be used to analyze haplotype-specific DNA methylation patterns. Thus, while very sensitive, this assay may be more suited to laboratory diagnosis.

2.2.8 MethyLight Technology
MethyLight technology provides a tool for the quantitative analysis of methylated DNA sequences via fluorescence detection in PCR-amplified samples [22]. This method has two particular advantages: first, the fluorescent probe can be designed to detect specific DNA methylation patterns, not simply to discriminate methylated from unmethylated sequences; second, it has the potential ability to rapidly screen hundreds or even thousands of samples.

2.2.9 Quantitative Analysis of Methylated Alleles (QAMA)
QAMA is a quantitative variation of MethyLight that uses TaqMan probes based on minor groove binder (MGB) technology [23]. QAMA has the main advantage of being simple to set up, making it suitable for high-throughput methylation analyses.

2.2.10 DNA Methylation Analysis by Pyrosequencing
Pyrosequencing is a replication-based sequencing method in which addition of the correct nucleotide to immobilized template DNA is signaled by a photometrically detectable reaction. This method has been adapted to quantify methylation of CpG sites. The template DNA is treated with bisulfite and PCR is used for sequencing; the ratio of T and C residues is then used to quantify methylation. Pyrosequencing offers a high-resolution and quantitatively accurate measurement of methylation of closely positioned CpGs [24].

2.2.11 Matrix-Assisted Laser Desorption Ionization Time-of-Flight Mass Spectrometry
Tost et al. [25] described a method using matrix-assisted laser desorption ionization time-of-flight (MALDI-TOF) for analysis and quantification of methylation at CpGs. Although the method requires gene-specific amplification, and should therefore be considered a candidate gene method, it is amenable to automation as it can make use of the EpiTYPER platform developed by Sequenom. EpiTYPER can be used to determine methylation status following gene-specific amplification of bisulfite-treated DNA followed by in vitro transcription, base-specific RNA cleavage and MALDI-TOF analysis [26]. Although it is not a genome-wide
technology, it is quantitative for multiple CpG dinucleotides for large numbers of gene loci and can be reliably applied to pooled DNA samples to obtain group averages for valuable samples.

2.2.12 New Technologies
Several second-generation sequencing platforms became available in 2007 and were further developed with the launch of the first single-molecule DNA sequencer (Helicos Biosciences) in 2008 [27]. These new sequencing tools have been applied to epigenetic research, for example, studies on DNA methylation. Undoubtedly, future developments of these technologies hold the tantalizing prospect of high-throughput sequencing to identify DNA methylation patterns across the whole mammalian genome, possibly even opening up the prospect of genotyping individual cancers to aid the application of custom-designed cancer therapies [28].

2.2.13 Computational Tools
The development of computational tools and resources for DNA methylation analysis is accelerating rapidly [29]. Sequence-based analyses involve alignment to a reference genome, collapsing of clonal reads, read counts or bisulfite-based analysis [30], and further data analysis. Comparison of the relative strengths and weaknesses of the various methods for DNA methylation analysis is hampered by their complexity and diversity. Inevitably, choice of method is based on pragmatic grounds, for example, the number of samples, the quality and quantity of DNA samples, the desired coverage of the genome, and the required resolution.

2.3 HISTONE MODIFICATION ANALYSIS
Histones are abundant, small basic proteins that associate with the DNA in the eukaryotic nucleus to form chromatin. The four core histones (H2A, H2B, H3 and H4) can show substantial modifications of 20–40 N-terminal amino acids that are highly conserved despite playing no structural role. The modifications are thought to constitute a histone code by which the cell encodes various chromatin conformations and controls gene expression states. The analysis of these modified histones can be used as a model for the dissection of complex epigenetic modification patterns and for investigation of their molecular functions. In this section, we review the techniques that have been used to decipher these complex histone modification patterns.

Posttranslational modification (PTM) of proteins plays a key role in regulating the biological function of many polypeptides. Initially, analyses of the modification status were performed using either a specialized gel system or a radioactive precursor molecule followed by complete protein hydrolysis and identification of the labeled amino acid [31–35]. This approach showed that histones could be modified in vivo by acetylation, methylation or phosphorylation [31,36,37]. As most of the modifications occurred at the N-terminus of the histone, it was feasible to map the site of some modifications using Edman degradation [38]. However, this is only possible when histones can be purified in sufficient quantities and with a high purity. The purification process is labor-intensive and involves multiple steps; this precludes the possibility of analyzing histone modifications from small numbers of cells or of mapping posttranslational modifications at specific loci.

Mass spectrometry is the method of choice for analyzing PTM in histones [39–42], as each modification adds a defined mass to the molecule. The high resolution of modern mass spectrometers and recent developments in soft ionization techniques have facilitated the mapping of posttranslational modifications. As a result, these high-resolution methods have enabled much faster detection of PTMs and have shown that such modifications are
considerably more abundant than expected. The increased complexity of the proteome revealed by these analyses presents major challenges both for investigation and for the processing of the raw data. The mass spectrometry methods currently used to precisely map a modified residue are very elaborate and require enrichment of the peptides that carry particular modifications [43–46]. Different molecules can carry several modifications that localize on a single peptide within a protease digest [47–50]. These short stretches of dense modifications have been termed eukaryotic linear motifs (ELMs) and are thought to play a critical role in regulating the global function of proteins [51]. The high level of sequence conservation within these short ELMs also supports this idea. Many ELMs contain a number of amino acids that can be modified and the position of each modification has to be precisely determined [51]. Identification of each modification at different sites within a highly modified ELM is laborious and also hampered by the fact that some modifications result in similar mass differences.

A variety of different methods are available to study complex histone modification patterns; these range from “bottom-up approaches” to produce detailed and quantitative measurements of particular histone modifications, to “top-down approaches” aimed at elucidating the interactions of different modifications [52]. The use of a range of methods should greatly facilitate analysis of complex modification patterns and provide a greater insight into the biological roles of these histone modifications. Many of the methods used to analyze histone modifications can equally be applied to other types of modified protein that can function as integrators in multiple signaling pathways. The information on epigenomic analyses, including histone modifications using new technology such as next-generation sequencing (NGS), is reviewed below.

2.4 NON-CODING RNA ANALYSIS: MicroRNA

There is increasing evidence that small non-coding RNAs, such as microRNA, and long non-coding RNAs, such as lincRNA, can regulate gene expression. Mature microRNAs (miRNAs) are very small molecules, 19–25 nucleotides (nt), which poses a problem for their quantification. As small RNAs are less efficiently precipitated in ethanol, it is necessary to avoid resuspension in ethanol when using the standard Trizol protocol for RNA isolation. On the other hand, miRNAs appear to be more stable than longer RNAs and, consequently, in degraded samples it is still possible to obtain readable miRNA expression data. miRNAs have been reported to have greater stability than mRNAs in samples obtained from tissues which were fixed with formalin and paraffin embedded [53–55]. However, the intrinsic characteristics of miRNAs make production of miRNA expression profiles very problematic. For example, mature miRNAs lack common sequence features, such as a poly-A tail or 5’ cap, that can be used to drive selective purification. As mentioned above, the mature miRNAs are very small, which reduces the effectiveness of most conventional biological amplification methods. This problem arises because of poor specificity in primer binding. As a consequence, standard real-time PCR methods can only be applied to miRNA precursors. Furthermore, sequence heterogeneity among the miRNAs with respect to GC content, results in a wide range of optimal melting temperatures for these nucleic acid duplexes and hampers the simultaneous detection of multiple miRNAs. An additional problem for the specificity of miRNA detection arises from the close sequence similarity of miRNAs of the same family (mature miRNA, pri-miRNA, and pre-miRNA) and of the target sequence.

Currently, various methodologies have been adapted to detect miRNAs, including Northern blot analysis with radiolabeled probes [56,57], microarray-based [58] and PCR-based analyses [59], single molecule detection in a liquid phase, in situ hybridization [60,61] and high-throughput sequencing [62]. However, all of these methods have inherent limitations and the
choice of method for miRNA detection depends mainly on specific experimental conditions. Ideally, an miRNA profiling method should fulfill the following requirements: sufficient sensitivity to allow quantitative analysis of miRNA levels, even with small amounts of starting material; sensitive to single-nucleotide differences between miRNAs; highly reproducible; capable of processing many samples at one time; and, easy to perform without the need for expensive reagents or equipment [63].

miRNAs were first identified using Northern blotting [64–66]. Small RNA molecules can be detected with a modified version of the standard protocol for Northern blotting in which high-percentage urea-acrylamide gels are mainly used; this modified approach can detect small RNA molecules that are approximately 100 times smaller than the average coding RNA. There are three main techniques for detecting and quantifying miRNA in tissue samples: cloning of miRNA; PCR-based detection; and, hybridization with selective probes. Initially, cloning was the main approach used as it offers advantages for discovery of new miRNAs not predicted from bioinformatic analysis and for sequencing the miRNAs [65,67,68]. However, cloning is less precise than the other methods for quantifying miRNAs. The PCR-based technique is able to detect low copy numbers with high sensitivity and specificity of both the precursor and mature form of miRNAs [69]. It is relatively inexpensive, can be used for clinical samples, and can work with minute amounts of RNA. Various hybridization techniques can be used on miRNAs, namely, Northern blotting, bead-based flow cytometry, in situ hybridization and microarray [70,71]. Northern blotting using radioactive probes is very sensitive; however, it is very time-consuming, is only practical in large clinical studies for detecting expression of hundreds of miRNAs, and requires large amounts of total RNA from each sample.

Following their initial discovery, the number of miRNAs quickly increased and they were shown to be present in all eukaryotic species [66,67,72]. In order to analyze a large number of miRNAs in many patients, it is essential to have a technique that can simultaneously process multiple miRNAs using the relatively small amounts of RNA that can be obtained from each patient. Designing probes for miRNAs is complicated by their short length and their low abundance. As each miRNA is only 19–25 nt long, the probe is almost exclusively determined by the sequence of the miRNA itself, which necessitates a different annealing temperature for each probe and miRNA interaction.

Microarray technology was developed in 1995 and has been applied to miRNA quantification [71,73]. In brief, microarrays are based on multiple hybridizations in parallel, using a glass or quartz support where probes have either been spotted or synthesized by photochemical synthesis [74–76]. The ability to include a high density of spots on an array enables a high number of genes to be analyzed simultaneously [76,77]. Three approaches are in general use for detecting nucleic acids such as DNA or RNA on an array platform. The first, which is common for custom arrays, uses glass slides and is based on the spotting of unmodified oligonucleotides over the slide [78]. The second also uses glass slides and is based on the deposition of probes on the slide. The distinction is that the 5’ terminus of the probe is cross-linked to the matrix on the glass. This allows the spotting of a much higher number of probes on these slides. In the third method, probes are photochemically synthesized directly on a quartz surface, allowing the number of probes to rise to millions on a small and compact area [75]. Usually, but not always, the first two methods compare two samples on each slide (one used as reference) that are stained in different colors. The third method uses single-color hybridization where each slide is hybridized with only one sample.

Most microarrays use DNA oligo spotting, a few use locked nucleic acid (LNA) that may enable increased affinity between probes and miRNAs, thereby achieving more uniform conditions of hybridization with different probes. Ideally, microarray-based detection of miRNAs should avoid manipulation of the samples, such as enrichment of low-molecular-weight RNA species and amplification of miRNAs. Additionally, it is feasible to develop microarrays able to discriminate the two predominant forms of miRNAs (precursor and mature).
International Human Epigenome Consortium (IHEC) recommended that the identity and abundance of all non-coding RNA species in a cell type should be determined and suggested that this should be accomplished by RNA-seq by next-generation DNA sequencing after isolation of large or small RNA species.

2.5 ANALYSIS OF GENOME DNA REPLICAION PROGRAM BASED ON DNA REPLICAION TIMING

Chromosomal DNA replication is essential for normal cellular division and also has a significant role in the maintenance of genomic integrity. Genomic instability increases when DNA replication errors occur and, thus, mistakes in replication may be an important factor in the etiology of cancers and neuronal disorders. Replication in eukaryotes is initiated from discrete genomic regions, termed origins. The replication program is strict within a cell or tissue type but can vary among tissues and during development. The genetic program that controls activation of replication origins in mammalian cells awaits elucidation. Nevertheless, there is evidence that the specification of replication sites and the timing of replication are responsive to epigenetic modifications. Over the last decade, many new techniques have been developed and applied to analysis of DNA replication timing in the human genome. These techniques have provided significant insights into cell cycle controls, human chromosome structure, and the role of epigenetic changes to the genome with respect to DNA replication. In this section, we describe the methods that are currently employed for determining the spatiotemporal regulation of DNA replication in the human genome (DNA replication timing).

Two approaches are generally used to investigate DNA replication timing, fluorescence in situ hybridization (FISH) or PCR [79–82]. The FISH method is based on the cytogenetic discrimination of replicated (two double signals for autosomal loci; DD) and unreplicated loci (two single signals; SS) using DNA probes that are labeled with a fluorescent dye [79]. By comparing the frequencies of the two types of signal, the relative replication timing of each locus can be determined. However, the method is absolutely dependent on the assumption that replicated loci will provide DD-type FISH signals, that is, the replicated signals created by passage of the replication fork will separate sufficiently to be seen as a DD signal.

The PCR-based method involves labeling cells in exponential growth with BrdU for 60–90 min and then fractionating them by flow cytometry. Typically, this allows discrimination of six cell cycle fractions: G1, four successive S phase stages, and G2/M (mitotic) [80–82]. Samples containing equal numbers of cells from each cell-cycle fraction are collected, and newly replicated DNA labeled with BrdU is extracted and purified from each fraction. Whether or not a locus has commenced or completed replication can be determined by quantitative PCR of the newly replicated DNA. This approach has been exploited to provide replication timings for sequence tagged sites on human chromosomes 1q and 21q [81,82] and identified Mb-sized zones that replicated early or late in S phase (i.e. early/late transition zones). The early zones were found to be more GC-rich and gene-rich than the late zones, and the early/late transitions occurred primarily in genome regions that showed rapid switches in the relative GC content in the chromatin [81,82].

Woodfine et al. [83] performed the first microarray-based analysis to map replication timing in the human genome. They adapted the comparative genomic hybridization technique, which had been developed to assess genomic copy-number differences in cancer cells. Relative replication times can be inferred by measuring the relative amounts of different sequences in a population of S-phase cells compared to a non-replicating G1 genome. In this method, S-phase cells in an asynchronously growing human cell culture are isolated and their DNA extracted. The DNA is color-labeled and then mixed with DNA from G1 phase cells that has been differentially color-labeled. The combined DNA sample is hybridized to an array of genomic sequences and, after normalization of the data, the relative fluorescence intensities
of the S-phase DNA at each array spot (the S to G1 replication timing ratio) provide a measure of replication timing. Comparison of the data obtained by this method with those from nascent strand quantitative PCR methods described above [81–84], showed that this new approach provided estimations of replication timing that were consistent with those obtained earlier [82,83].

White et al. [85] modified the experimental approach of Woodfine et al. [83] by comparing the representation of genomic sequences in newly replicated DNA isolated from early S-phase cells with that from late S-phase cells. In this way, they obtained a replication timing ratio for early S to late S. Although their measure has a different basis to the S phase to G1 ratio of Woodfine et al. [83], nevertheless, the results provide a similar description of replication timing. For example, a replication profile for chromosome 22 in a lymphoblastoid cell line obtained by White et al. [85] was consistent with that of Woodfine et al. [83]. To date, high-resolution analyses have shown a positive correlation between replication timing and a range of genomic parameters such as GC content, gene density and transcriptional activity [82,83,85].

DNA replication errors have been implicated in the etiology of many diseases [86–89]. One possible mechanism for this relationship is that disease-related reprogramming of the epigenome might depend on impaired regulation of replication timing patterns [90]. Thus, for example, chromosomal rearrangements in cancers have been reported to be associated with replication timing changes in translocation breakpoints [91,92]. Likewise, peripheral blood cells from prostate cancer patients have an altered pattern of replication accompanied by aneuploidy that differentiates them from individuals with benign prostate hyperplasia (a common disorder in elderly men). These cellular characteristics have been suggested to be a better marker for prostate cancer than use of the blood marker, prostate-specific antigen (PSA) [93,94]. Analyses of changes in replication timing in the human genome have shown that the tumor suppressor gene p53 plays a role in its regulation through the control of cell cycle checkpoints [95]. Thus, in cancer cells, the normal order of DNA replication is altered: regions that normally replicate late sometimes replicate early, and vice versa [84,91–93,96–98]. Replication timing has also been shown to change during development, differentiation and tumorigenesis; moreover, the structure of the chromatin may also change. The model illustrated in Figure 2.1 shows a possible mode of interaction of chromatin conformation, replication timing and the expression of genes, including oncogenes, in an early/late-switch region of replication timing (R/G-chromosome band boundary) [99]. For example, the replication timing environment of an oncogene (or a tumor suppressor gene) located in an early/late-switch region of replication timing may change from intermediate replication, between early and late S phase, to early replication timing (or late replication timing) by an increase (or decrease) in the number of early replication origins at the edge of an early replication zone (Figure 2.1B). In addition, the chromatin environment of such an oncogene (or tumor suppressor gene) may also change from that of an R/G-chromosome band boundary to an R band (or from that of an R/G-chromosome band boundary to a G band). Stalling of the replication fork in the vicinity of oncogenes might also induce translocation events, thereby altering the structure or the local environment of the oncogenes and affecting their function (Figures 2.1A, 2.1B) [99]. The interrelationship of these various factors suggests that analysis of replication timing assays as part of an epigenetics investigation might, in future, allow much earlier cancer detection than is possible today [5,99,100].

2.6 STRATEGY FOR EPGENOMIC INVESTIGATION BASED ON CHROMOSOMAL BAND STRUCTURES

The various methods for genome-wide epigenetic analyses described in the above sections are summarized in Table 2.1. The replication timing of genes along the entire lengths of human chromosomes 11q and 21q has been described previously; these analyses showed that cancer-related genes, including several oncogenes, are concentrated in regions showing transition
FIGURE 2.1

(A) Characterization of genetically and epigenetically “unstable” region of human genome. Replication origins (Ori) generally fire bi-directionally. The transition zone, which is shown by a thick arrow, is a large origin-free region between early and late-replicating domains [134,135]. Only the replication fork that starts at the edge of the early zone is predicted to be able to continue replicating over a period of hours or to pause at specific sites in the replication-transition region until it meets the fork initiated from the adjacent later-replicating zone. A pause during replication is known to increase the risk of DNA breaks and rearrangements [105–107]. Therefore, later replication sites within early/late-switch regions are particularly “unstable” regions of human genome [82]. The possible structure of the R/G-chromosome band boundary is shown above the origin map. Typical characteristics of early and late replicating regions are indicated. R- band, G-band, and R/G-band boundaries are shown in white, black, and gray, respectively. We propose that R/G chromosome band boundaries, which are transition regions for replication timing and GC content, are genetically and epigenetically more “unstable” regions of human genome than other genomic regions [5,82,84,96–98].

(B) Model for epigenetic changes to genes, including oncogenes in the R/G-chromosome band boundary. During tumorigenesis, chromatin structures as well as replicon structures may change. For example, the replication timing environment of an oncogene located in an early/late-switch region of replication timing (R/G-chromosome band boundary) may change from intermediate replication, between early and late S phase, to early replication timing by an increase in the number of early replication origins at the edge of an early replication zone. In addition, the chromatin environment of such an oncogene may also change from that of an R/G-chromosome band boundary to an R band. Stalling of the replication fork in the vicinity of oncogenes could also induce chromosome translocations that alter the structure or the local environment of the oncogenes, and thereby affect their function. The position of the oncogene is indicated by the black circle. (E), early replication zone; (L), late replication zone; (E/L), early/late-switch region; (R), R-band; (G), G-band; (R/G), R/G-band boundary; (Ori 1), origin 1; (Ori 2), origin 2.
from early to late replication timing [82,84,96,97]. Scrutiny of the updated replication timing map for human chromosome 11q found that amplicons, gene amplifications associated with cancer, are located in the early/late switch regions of replication timing in human cell lines [84]. These transition regions also contain genes related to neural diseases, such as \textit{APP} associated with familial Alzheimer’s disease (AD1), and \textit{SOD1} associated with familial amyotrophic lateral sclerosis (ALS1) [82]. Several neural disease genes are present in chromosomal regions with early/late transitions [82,96]. Interestingly, in metaphase and interphase nuclei, early-replicating zones have a looser chromatin structure, whereas late-replication zones have compact chromatin [101–104]. Therefore, transitions in chromatin compaction coincide with replication transition regions. In terminally differentiated cells, such as neurons, it is expected that the level of chromatin compaction established during the final round of DNA replication will be maintained. Transitions in chromatin compaction within a gene might lead to reduced genomic stability, and may also increase susceptibility to agents that can influence gene expression. Thus, the probability of epimutation, such as instability of chromatin structures and DNA damage (including DNA rearrangements) appears to be greater in replication transition regions than elsewhere in the genome [82,84,96,97,105–107] (Figure 2.1A).

It is likely that transition zones are subject to tight regulation, as changing their positions would affect the replication timing patterns of several flanking replicons. There is strong evidence that transition zones are conserved among different ES cell lines [108]. During development, transition zones may therefore be targets for chromatin-modifying enzymes to facilitate rapid reconfiguration and establishment of new replication timing patterns. Early and late replication zones tend to be located in different regions of the nucleus during S phase; it is possible that transition regions flanking these replication zones might be subject to dynamic reorganization or relocation during replication fork movement. The transition zones for replication timing are known to be associated with genomic instability, which is suspected to be involved in the etiology of human diseases such as cancer.

Common fragile sites (CFSs) represent the best-known examples of regions of the human genome that break under replication stress. CFSs are associated with very large genes [109] and are frequently found at R/G band boundaries [110]. The human genome appears to have a large excess of so-called “dormant” or “backup” origins and these may be used to rescue stalled replication forks. Interestingly, “spare” origins appear to be absent from R/G band boundaries [111,112].
In conclusion, early/late-switch regions of replication timing generally correspond with transitions in relative GC content, are correlated with R/G chromosome band boundaries, and are suspected of being “unstable” genomic regions that have increased susceptibility to epigenetic mutation, as well as DNA damage (Figure 2.2A) [5,99]. There is a clear need for further epigenomic analysis on chromosomal band structures, in particular, to obtain a greater understanding of these epimutation-sensitive regions at the genome sequence level (Figure 2.2B, Table 2.2). Before performing epigenomic analysis using DNA methylation and

FIGURE 2.2
(A) Epimutation-sensitive genomic regions on the human genome associated with chromosomal bands. Chromosomal band boundaries, indicated by gray arrows, are suggested to be “unstable” genomic regions in the human genome, which are more epimutation-sensitive than other genomic regions. (B) Strategy for epigenomic analysis based on chromosomal band structures.
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histone modification, we propose clarifying the direct correspondence between chromosomal band (R-, T-, and G-band) and genome sequence by analyzing DNA replication timing and GC %, etc. (Figures 2.2A, 2.2B). Additionally, we suggest that epigenomic analysis focused on chromosomal band structures (the boundaries of which were identified as epimutation-sensitive genomic regions at the genome sequence level) will provide considerable insights into normal and disease conditions. In the future, this will be a promising strategy for epigenetic analysis.

2.7 OVERVIEW OF RECENT EPIGENETIC GENOME-WIDE OR BIOINFORMATIC STUDIES AND STRATEGIES

Over the last few years, genome-wide association studies (GWASs) have successfully identified loci associated with common diseases; however, the basis of many diseases still remains to be determined. The development of new genomic technologies has opened up the possibility of performing similar genome-wide studies to GWASs but with the aim of identifying epigenetic variations, particularly with respect to DNA methylation, that are associated with disease. Although such epigenome-wide association studies (EWASs) will provide valuable new information, they do pose specific problems that are not inherent in GWASs.

Performance of an EWAS is predicated on the assumption that it will be equally successful as a GWAS for identifying disease-associated variations. However, the differences between the epigenome and the genome influence the nature of the study design. For example, tissue-specific epigenetic modifications or epigenetic changes that occur downstream of the disease initiation step, might be important considerations in an EWAS for determining the cohorts and samples that should be analyzed. Although it is technically feasible to use array- and sequencing-based technologies in an EWAS, the computational and statistical methods required to analyze the data still require further development [113].

Several next-generation sequencing (NGS) platforms harness the power of massively parallel short-read DNA sequencing (MPSS) to analyze genomes with considerable precision. These methods can be applied to genome-wide epigenomic studies and they offer a potentially revolutionary change in nucleic acid analysis. The ability to sequence complete genomes will undoubtedly change the types of question that can be asked in many disciplines of biology. Recent excellent reviews provide a comprehensive description of the chemistry and technology behind the leading NGS platforms [114]. In this section, we discuss the application of NGS in epigenomic research, with a particular focus on chromatin immunoprecipitation combined with Mpss (ChIP sequencing or “ChIP-seq”).

ChIP-seq offers the possibility of genome-wide profiling of DNA-binding proteins, histone modifications or nucleosomes. This method has advantages over the longer-established ChIP-chip (chromatin immunoprecipitation combined with microarray) technique [52]. For example, although arrays can be tiled at a high density, they require large numbers of probes and are expensive [115]. The hybridization process also imposes a fundamental limitation in the resolution of the arrays. ChIP-seq does not suffer from the “noise” generated by the hybridization step in ChIP-chip, which is complex and dependent on many factors, including the GC content, length, concentration and secondary structure of the target and probe sequences. Cross-hybridization between imperfectly matched sequences can occur frequently and contribute to the noise. In addition, the intensity signal measured on an array might not be linear over its entire range, and its dynamic range is limited below and above saturation points. A recent study reported that distinct and biologically meaningful peaks seen in ChIP-seq were obscured when the same experiment was conducted with ChIP-chip [116]. Genome coverage using ChIP-seq is not limited by the selection of probe sequences on the array. This is an important constraint in microarray analysis of repetitive regions of the genome, which are
often “masked out” on the arrays. As a consequence, investigation of heterochromatin or microsatellites is optimized by use of ChIP-seq. Sequence variations within repeat elements can be identified and used to align the reads in the genome; unique sequences that flank repeats are similarly helpful [117].

The main disadvantages of ChIP-seq are cost and availability. Several groups have successfully developed and applied their own protocols for library construction, which has substantially lowered that part of the cost. For high-resolution profiling of an entire large genome, ChIP-seq can already be less expensive than ChIP-chip; however, this depends on the genome size and the level of sequencing detail required; a ChIP-chip experiment on selected regions using a customized microarray may yield as much biologically meaningful data. The recent decrease in sequencing cost per base-pair has not had as large an effect on ChIP-seq as on other applications, since the decrease has come as much from increased read lengths as from the number of sequenced fragments. The gain in the fraction of reads that can be uniquely aligned to the genome declines rapidly after 25–35 bp and is marginal beyond 70–100 nucleotides [118]. However, as the cost of sequencing decreases and institutional support for sequencing platforms grows, ChIP-seq is likely to become the method of choice for nearly all ChIP experiments in the near future.

ChIP-seq analyses have been performed on multiple transcription factors with their transcriptional co-regulators, boundary elements, numerous types of histone modifications, histone variants, nucleosome occupancy, DNA methylation patterns and gene transcription [119]. The data from these analyses are providing fresh insights into complex transcriptional regulatory networks. Furthermore, “chromatin signatures”, characteristic chromatin structures in particular genomic regions, enable genome annotation based on predicting histone modifications and an overall landscape of the epigenome in human cells [52,119]. In addition, identification of the specific chromatin signatures associated with genomic features such as enhancers, insulators, boundary elements and promoters, will provide another means of annotating complex genomes. NGS technologies provide an increasing ability to query multiple genomic features, which were previously too technically challenging and costly; this inevitably has raised expectations and ambitions, as exemplified by the published goals of the International Human Epigenome Consortium.

Histone PTMs influence gene expression patterns and genome function by establishing and orchestrating DNA-based biological processes [120]. PTMs can either directly affect the structure of chromatin or can recruit co-factors that recognize histone marks and thereby adjust local chromatin structures and their behavior. A comprehensive and high-resolution analysis of histone modifications across the human genome will help our understanding of the functional correlation of various PTMs with processes such as transcription, DNA repair and DNA replication [121,122]. Use of modification-specific antibodies in ChIP has revolutionized the ability to ascribe biological functions to histone modifications. ChIP-on-chip has allowed a description of the global distribution and dynamics of various histone modifications [123]. However, prior to NGS, it had not been practical to map multiple modifications in an unbiased genomic fashion.

One of the first applications of ChIP-seq was in the analysis of the genome-wide distribution of histone modifications [119]. This study, and others that followed, exemplified the newfound feasibility and utility of obtaining collections of comprehensive genomic datasets. Twenty histone methylation sites in human T-cells were mapped [124], while five histone methylation patterns in pluripotent and lineage-committed mouse cells were described [125]. Such genome-wide analyses have revealed associations between specific modified histones and gene activity as well as the spatial and combinatorial relationship between different types of histone modifications. Moreover, dynamic changes in histone modification patterns during cellular differentiation and allele-specific histone modifications were revealed [125].
These initial ChIP-seq studies, in combination with more recent analyses examining the distribution of other types of histone modifications, have revealed that specific genomic features are associated with distinct types of chromatin signatures [126,127]. Such genome-wide chromatin landscape maps have subsequently been exploited as a tool for defining and predicting novel transcription units, enhancers, promoters, and most recently ncRNAs in previously unannotated regions of the human genome [128]. In future, the influence and utilization of NGS technologies will undoubtedly find widespread use and relevance in many different areas of biology, far beyond the test-bed of epigenetics.

Recent studies of the epigenome have shown that many promoters and enhancers have distinctive chromatin signatures. These characteristic motifs can be used to search and map the regulatory elements of the genome. Won et al. [129] used this approach in a supervised learning method involving a trained Hidden Markov model (HMM) based on histone modification data for known promoters and enhancers. They used the trained HMMs to identify promoter or enhancer-like sequences in the human genome [129]. In a somewhat similar manner, Ernst and Kellis [130] sought to identify biologically meaningful combinations of epigenetic combinations in the genome of human T-cells. They defined these genomic regions as having “spatially coherent and biologically meaningful chromatin mark combinations”, and applied a multivariate HMM analysis to search for them. Fifty-one distinct chromatin states were identified by the analysis, including those associated with promoters, transcription, active intergenic regions, large-scale repressed regions and repetitive chromatin. Each chromatin state showed specific enrichments for particular sequence motifs, suggesting distinct biological roles. This approach, therefore, provides a means of annotating the human genome with respect to function and describes the locations of regions with diverse classes of epigenetic function across the genome [130].

There is considerable uncertainty regarding the influence of variations in chromatin structure and transcription factor binding on gene expression, and whether such variations underlie or contribute to phenotypic differences. To address this question, McDaniell et al. [131] cataloged variation in chromatin structure and transcription factor binding between individuals and between homologous chromosomes within individuals (allele-specific variation). The analysis was carried out on lymphoblastoid cells from individuals with diverse geographical ancestries. They reported that 10% of active chromatin sites were specific to individuals, and a similar proportion was allele-specific. Both individual-specific and allele-specific sites could be transmitted from parent to child, suggesting that these epigenetic marks are heritable features of the human genome. The study highlights the potential importance of heritable epigenetic variation for phenotypic variation in humans [131].

Ernst et al. [132] extended their earlier chromatin profiling analysis described above by mapping nine chromatin marks in nine different human cell types with the aim of identifying regulatory elements, their cell-type specificities and their functional interactions. By comparing chromatin profiles across a range of cell types they were able to define cell-type-specific patterns of promoters and enhancers affecting chromatin status, gene expression, regulatory motif enrichment and regulator expression. Using the profiles, they linked enhancers to putative target genes and predicted the cell-type-specific activators and repressors with which they interacted [132].

Computational methods for analyzing data from epigenomic studies are being continually developed and becoming ever more sophisticated; they have been used to identify functional genomic elements and to determine gene structures and cis-regulatory elements. For example, Hon et al. [133] described a statistical program called ChromaSig with the capacity to identify commonly occurring chromatin signatures from histone modification data. They demonstrated the potential utility of the algorithm in data from HeLa cells by identifying five clusters of chromatin signatures associated with transcriptional promoters and enhancers. Thus, through use of ChromaSig, chromatin signatures associated with specific biological functions were identified.
2.8 GENERAL OVERVIEW AND FUTURE PERSPECTIVE

Over the last decade, the technologies available to study the mechanisms and consequences of epigenetic modifications have increased exponentially. The stimulus for this has been the rapid increase in our understanding and appreciation of the importance of epigenetic changes on phenotypes and in the etiology of diseases. Technological advances now enable large-scale epigenomic analyses. The first whole-genome, high-resolution maps of epigenetic modifications have been produced, but there is clearly much more to do. Detailed maps of the human methylome, histone modifications and nucleosome positions in healthy and diseased tissues are still needed. This review section has attempted to provide an overview of the currently available techniques and to discuss some of the advantages and limitations of each technology. With the rapid growth in interest in understanding the epigenetic regulation of disease development, a variety of new and improved methodologies are certain to emerge in the coming years. These technologies will undoubtedly change the scope of epigenetic studies and will provide valuable new insights into the developmental basis of diseases and into reproductive toxicology. Particularly, in future, the influence and utilization of NGS technologies will find widespread use and relevance in many different areas of biology, far beyond the test-bed of epigenetics.

Here, we outline a promising strategy for epigenome investigation that combines several of the epigenetic methods described above (Figures 2.2A, 2.2B). The early/late-switch regions of replication timing generally correspond to chromosomal zones with transitions in relative GC content; they are also correlated to R/G chromosome band boundaries, and are suspected of being "unstable" genomic regions that have increased susceptibility to epigenetic mutation and DNA damage [5,99]. There is a clear need for further epigenomic analysis on chromosomal band structures, in particular, to obtain a greater understanding of these epimutation-sensitive regions at the genome sequence level. Before performing epigenomic analysis using DNA methylation and histone modification, the direct correspondence between chromosomal band (R-, T-, and G-bands) and genome sequence should be elucidated by analyzing DNA replication timing and GC%, etc. (Figures 2.2A, 2.2B). Finally, we suggest that epigenomic analysis focused on chromosomal band structures, the boundaries of which were identified as epimutation-sensitive genomic regions at the genome sequence level, will provide considerable insights into normal and disease conditions.
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3.1 INTRODUCTION: BIOLOGICAL ROLES OF DNA METHYLATION

Epigenetic processes, i.e. alterations to biological information without changes in the DNA sequences that are mitotically and/or meiotically heritable, go beyond DNA-stored information and are essential for packaging and interpretation of the genome [1]. The modulation of epigenetic profiles contributes significantly to embryonic development, differentiation, and transition from a stem cell to a lineage-committed cell, and underlies responses to environmental signals such as hormones, nutrients and inflammation [2]. DNA methylation is a key element of epigenetic mechanisms that include histone-modification, positioning of histone variants, nucleosome remodeling, and non-coding RNA. DNA methylation is a covalent
chemical modification resulting in addition of a methyl \((\text{CH}_3)\) group at the carbon 5 position of the cytosine ring of CpG dinucleotides. CpG sites are concentrated either in repetitive sequences or CpG islands in promoter regions.

The C-terminal catalytic domain of DNA (cytosine-5-)methyltransferases (DNMTs) transfers methyl groups from S-adenosyl-L-methionine (AdoMet) to cytosines. Dietary folate, vitamins B6 and B12, methionine and choline can critically affect the synthesis of AdoMet [3]. The C-terminal catalytic domain of DNMTs is composed of five conserved amino acid motifs, namely I, IV, VI, IX and X [4,5]. Motifs I and X are filed together to form the binding site for AdoMet. Motif IV contains the prolylcysteinyldipeptide that provides the thiolate at the active site. Motif VI contains the glutamyl residue that protonates the 3 position of the target cytosine. Motif IX forms the target recognition domain. The N-terminal regulatory domain of DNMT1 contains a PCNA (proliferating cell nuclear antigen)-binding domain, a cysteine-rich ATRX (alpha thalassemia/mental retardation syndrome X-linked) zinc finger DNA-binding motif, and a polybromo homology domain targeting DNMT1 to the replication foci. The preference of DNMT1 for hemimethylated over unmethylated substrates in vitro and its targeting of replication foci are believed to allow copying of the methylation pattern of the parental strand to the newly synthesized daughter DNA strand. Thus, DNMT1 has been recognized as the “maintenance” DNMT, whereas DNMT3A and DNMT3B show de novo DNA methylation activity in vitro [6]. However, since de novo methylation of CpG islands has actually been observed in human fibroblasts overexpressing DNMT1, DNMT1 is capable of de novo DNA methylation activity in vivo as well as having a maintenance function [3]. DNA methylation profiles in vivo may be determined on the basis of cooperation between DNMT1 and the DNMT3 family. DNMT3L lacks conserved motifs of the catalytic domain and cooperates with the DNMT3 family to establish an imprinting pattern [7].

DNA methylation plays critical roles in the maintenance of chromatin integrity and regulation of gene expression [8]: (a) repetitive and parasitic sequences, such as retrotransposons and endogenous retroviral elements, are usually repressed due to DNA methylation and (b) methylation of CpG islands can directly impede the binding of transcription factors to their target sites, thus prohibiting the transcription of specific genes. Moreover, methylation of CpG islands normally promotes a highly condensed heterochromatin structure, where active transcription does not occur. Weber et al. reported that approximately 70% of human genes are linked to promoter CpG islands and about 4% of CpG island promoters are methylated in somatic cells [9]. Methylation of CpG islands naturally takes place during X chromosome inactivation and imprinting, though the majority of CpG islands remain unmethylated during development and differentiation. Extensive changes in DNA methylation during the processes of differentiation are known to take place at CpG island shores, regions of comparatively low CpG density close to CpG islands [10].

On the other hand, DNA demethylation is a process involving removal of a methyl group from a nucleotide in DNA. Although passive demethylation occurs in the absence of methylation of newly synthesized DNA strands by “maintenance” DNMT during replication rounds, active removal of cytosine methylation has long remained a mystery. Recently, it has been proved that 5-methylcytosine can be converted to 5-hydroxymethylcytosine, an intermediate form potentially involved in active demethylation, by the 2-oxoglutarate and Fe (II)-dependent oxygenases TET1, TET2 and TET3 [11,12]. MLL (myeloid/lymphoid or mixed-lineage leukemia)—TET1 translocations have been found in patients with acute lymphoblastic leukemia [13] and deletions or mutations at the TET2 locus have been reported in myelodysplastic syndrome and acute myeloid leukemia [14], indicating that impairment of the conversion of 5-methylcytosine to 5-hydroxymethylcytosine may also participate in tumorigenesis [15]. Further investigation will be needed to elucidate the significance of conversion to 5-hydroxymethylcytosine.
3.2 DNA METHYLATION ALTERATIONS IN HUMAN CANCERS

Heterozygosity of the Dnmt1 gene, in conjunction with treatment using the DNMT inhibitor 5-aza-deoxycytidine, reduces the average number of intestinal adenomas in ApcMin mice [16]. On the other hand, genomic hypomethylation in p53+/- mice due to the introduction of a hypomorphic allele of Dnmt1 induces sarcomas at an earlier age in comparison with littermates possessing normal levels of DNMT1 activity [17,18]. Increased loss of heterozygosity (LOH) accompanied by activation of endogenous retroviral elements has been observed in Dnmt1 hypomorphic mice [19]. These observations of genetically engineered animals clearly demonstrate a causal relationship between alterations of DNA methylation and human cancers.

In fact, human cancer cells obtained from clinical tissue specimens frequently show genome-wide DNA hypomethylation and region-specific DNA hypermethylation [20]. DNA hypomethylation induces a higher probability of translocation of parasitic sequences to other genomic regions, and chromosomal rearrangement resulting in chromosomal instability [21]. Furthermore, aberrant DNA hypomethylation can also induce activation of oncogenes and loss of imprinting. However, a more widely recognized epigenetic change in human cancers is DNA hypermethylation at the CpG islands of promoters that silences specific genes, including tumor-suppressor genes [20] such as CDKN2A (cyclin-dependent kinase inhibitor 2A), CDKN2B (cyclin-dependent kinase inhibitor 2B), TP73 (tumor protein p73), MLH1 (mutL homolog 1), Apc (adenomatosis polyposis coli), BRCA1 (breast cancer 1), MGMT (O-6-methylguanine-DNA methyltransferase), VHL (von Hippel-Lindau tumor-suppressor), GSTP1 (glutathione S-transferase pi 1), CDH1 (cadherin 1) and DAPK1 (death-associated protein kinase 1). DNA hypermethylation of tumor-suppressor genes frequently becomes the second hit for driver events in accordance with the two-hit theory [22]. Moreover, some tumor-suppressor genes, such as TIMP3 (tissue inhibitor of metalloproteinase 3), SFRP1 (secreted frizzled-related protein 1), SFRP2, SFRP4, SFRP5 and RASSF1 (Ras association (RalGDS/AF-6) domain family member 1), are seldom mutated, or their mutations have never been reported in human cancers [23]. Therefore, intensive screening of genes that are methylated in human cancers may be a strategy for identification of tumor-related genes that have potential as therapeutic targets. In some instances, genes can be silenced simultaneously due to a process of long-range epigenetic silencing, and the spreading of silencing seems to affect neighboring unmethylated genes through repressive chromatin [24].

MiRNAs are the best-known class of short non-coding RNAs, which are typically around 21 nucleotides in length, imperfectly aligned with the 3’UTR of target mRNAs, and induce their translational repression. Observations of silencing due to DNA hypermethylation have expanded to tumor-suppressive microRNAs (25), such as miR-34a and 34b/c, miR-124, miR-137, miR-152, miR-193a, miR-200, miR-203, miR-205, miR-218 and miR-345. In addition to their tumor-suppressor function, miRNAs can also serve as oncogenes to promote cancer growth. B-cell integration cluster (BIC)/miR-155 is the first miRNA shown to have such tumour-promoting activity. miR-10b is another oncogene highly associated with cancer metastasis. Transcription of miR-10b is regulated by the transcription factor Twist, and the downstream targets of miR-10b include homeobox D10. Other miRNAs with oncogene function include miR-17 clusters, miR-21, and miR-373 and miR-520c as metastasis-promoting miRNAs [26].

3.3 ABERRANT DNA METHYLATION IN PRECANCEROUS CONDITIONS ASSOCIATED WITH CHRONIC INFLAMMATION, PERSISTENT VIRAL INFECTION AND SMOKING

DNA methylation alterations are frequently observed even in precancerous conditions and early-stage cancers, suggesting that epigenetic alterations may precede the classical transforming events, such as mutations of tumor-suppressor genes, amplification of oncogenes and
chromosomal instability. Environmental factors influence health, and epigenetic profiles are known to be responses to environmental signals. Thus, aberrant DNA methylation participates especially in precancerous conditions associated with chronic inflammation, persistent viral infection and smoking [27,28]. For example, in the 1990s, although LOH on chromosome 16 was frequently detected by classical Southern blotting in hepatocellular carcinomas (HCCs) associated with metastasis, the molecular events occurring in non-cancerous liver tissue showing chronic hepatitis or liver cirrhosis, which are widely considered to be precancerous conditions, were unknown. When we examined the DNA methylation status on chromosome 16 using Southern blotting with a DNA methylation-sensitive restriction enzyme, DNA methylation alterations at multiple loci were frequently revealed even in chronic hepatitis or liver cirrhosis, compared with normal liver tissue, indicating that DNA methylation alterations are a very early event during multistage hepatocarcinogenesis [29]. This was one of the earliest reports of DNA methylation alterations at the precancerous stage.

We then examined whether aberrant DNA methylation precedes chromosomal instability during hepatocarcinogenesis. Bisulfite modification, which converts unmethylated cytosine residues to uracil, leaving methylated cytosine residues unchanged, was applied to microdissected specimens obtained from lobules, pseudo-lobules or regenerative nodules in non-cancerous liver tissue from patients with HCCs. Although no degree of DNA methylation of any of the examined C-type CpG islands, which are generally methylated in a cancer-specific but not age-dependent manner, was ever detected in normal liver tissue from patients without HCCs, DNA hypermethylation of such islands was frequently found even in microdissected specimens of non-cancerous liver tissue showing no remarkable histological changes obtained from patients with HCCs in which LOH was never detected by PCR using multiple microsatellite markers. Thus it was directly confirmed that aberrant DNA methylation is an earlier event preceding chromosomal instability during hepatocarcinogenesis [30].

DNA hypermethylation around the promoter region of the CDH1 gene at 16q22.1 [31], which encodes a Ca$^{2+}$-dependent cell–cell adhesion molecule [32], has been detected even in samples of non-cancerous liver tissue showing chronic hepatitis or cirrhosis [33]. Heterogeneous E-cadherin expression in such non-cancerous liver tissue, which is associated with small focal areas of hepatocytes showing only slight E-cadherin immunoreactivity, might be due, at least partly, to DNA hypermethylation [33]. Reduction of E-cadherin expression due to DNA hypermethylation around the promoter region may participate even in the very early stage of hepatocarcinogenesis through loss of intercellular adhesiveness and destruction of tissue morphology.

In addition to the chronic hepatitis and liver cirrhosis stages resulting from infection with hepatitis B virus (HBV) and/or hepatitis C virus (HCV) [30,34,35], DNA methylation alterations are frequently found at the precancerous stage in various organs, especially in association with chronic inflammation and/or persistent infection with viruses. Epstein–Barr virus (EBV) infection in stomach cancers is significantly associated with marked accumulation of DNA hypermethylation of C-type CpG islands [36,37], and viral latent membrane protein 2A up-regulates DNMT1 in cultured cancer cells [38]. Helicobacter pylori infection, another etiologic factor that is believed to be involved in stomach carcinogenesis, has also been reported to strongly promote regional DNA hypermethylation [39]. Cervical intraepithelial neoplasia (CIN) is a precursor lesion for squamous cell carcinoma of the uterine cervix closely associated with human papillomavirus (HPV) infection. DNMT1 protein expression is increased even in low-grade CINs relative to normal squamous epithelia, and is further increased in higher-grade CINs and squamous cell carcinomas of the uterine cervix [40]. HPV-16 E7 protein has been reported to associate directly with DNMT1 and stimulate the methyltransferase activity of DNMT1 in vitro [41].

DNA hypermethylation at the HIC1 (hypermethylated in cancer 1) locus has been observed in non-cancerous lung tissues, which may contain progenitor cells for cancers, obtained from
patients with non-small-cell lung cancers, and in the corresponding non-small-cell lung cancers [42]. HIC1 is a growth-regulatory and tumor-repressor gene [43] that was first identified in the commonly methylated chromosomal region in human cancer cells [44]. The incidence of DNA hypermethylation at this locus was significantly associated with poorer differentiation of lung adenocarcinomas. The incidence of DNA hypermethylation in samples of both non-cancerous lung tissue and non-small-cell lung cancer from patients who were current smokers was significantly higher than in patients who had never smoked [42]. The incidence of DNA hypermethylation in non-cancerous lung tissue from patients with non-small-cell lung cancers was significantly correlated with the extent of pulmonary anthracosis, as an index of the cumulative effects of smoking [27]. Cigarette smoking seems to be another background factor associated with alterations of DNA methylation during multistage carcinogenesis.

3.4 ABNORMAL EXPRESSION OF DNMTS IN HUMAN CANCERS

At least a proportion of DNA methylation alterations in human cancers may be attributable to abnormalities of DNMTs. In fact, altered expression of DNMTs has been reported in human cancers. For example, the levels of DNMT1 mRNA expression are significantly higher in samples of non-cancerous liver tissue showing chronic hepatitis or cirrhosis than in normal liver tissue, and are even higher in HCCs [45,46]. The incidence of DNMT1 overexpression in HCCs is significantly correlated with poorer tumor differentiation and portal vein tumor involvement. Moreover, DNMT1 overexpression in tumors is inversely correlated with the recurrence-free and overall survival rates of patients with HCCs [47].

Ductal adenocarcinomas of the pancreas frequently develop after chronic damage due to pancreatitis. At least a proportion of peripheral pancreatic ductal epithelia with an inflammatory background may be at the precancerous stage. The incidence of DNMT1 protein expression increases with progression from peripheral pancreatic ductal epithelia with an inflammatory background, to another precancerous lesion, pancreatic intraductal neoplasia (PanIN), to well-differentiated ductal adenocarcinoma, and finally to poorly differentiated ductal adenocarcinoma, in comparison with normal peripheral pancreatic duct epithelia [48]. DNMT1 overexpression in ductal adenocarcinomas of the pancreas is significantly correlated with the extent of invasion to surrounding tissue, an advanced stage, and poorer patient outcome [48]. The average number of methylated CpG islands of examined tumor-suppressor genes in microdissected specimens of peripheral pancreatic ductal epithelia with an inflammatory background, PanIN and ductal adenocarcinoma was significantly correlated with the level of DNMT1 protein expression demonstrated immunohistochemically in precisely microdissected areas [49].

When the human DNMT3A and DNMT3B genes were first cloned, the expression levels of DNMT1, 3A and 3B were reported in ten paired samples of normal and cancerous tissue obtained from various organs. Robertson et al. observed ≥2-fold overexpression of DNMT3A in five of ten samples, DNMT1 in six of ten samples, and DNMT3B in eight of ten samples, and DNMT3B clearly showing the largest fold increases among the three enzymes [50]. On the other hand, the cancer phenotype associated with accumulation of DNA methylation on C-type CpG islands is defined as the CpG-island methylator phenotype (CIMP) [51], and such accumulation is generally associated with frequent silencing of tumor-related genes due to DNA hypermethylation only, or a two-hit mechanism involving DNA hypermethylation and LOH in human cancers of various organs [52]. Expression levels of DNMT1 mRNA and protein are significantly correlated with poorer differentiation and CIMP in stomach cancers, but no such association has been observed for the expression of DNMT2, DNMT3A or DNMT3B [53]. EBV infection in stomach cancers is significantly associated with marked accumulation of DNA methylation on C-type CpG islands and overexpression of DNMT1 protein, although...
Helicobacter pylori infection, another etiologic factor strongly promoting regional DNA hypermethylation, was not correlated with DNMT1 expression levels.

Urothelial carcinomas (UCs) of the urinary bladder are clinically remarkable because of their multicentricity and tendency to recur due to a “field effect”. Even non-cancerous urothelia showing no remarkable histological changes obtained from patients with UCs can be considered precancerous, because they may have been exposed to carcinogens in the urine. Our immunohistochemical examinations have clearly revealed that the incidence of nuclear DNMT1 immunoreactivity is already higher in non-cancerous urothelia showing no remarkable histological changes obtained from patients with UCs, where the PCNA labeling index had not yet increased, compared to that in normal urothelia from patients without UCs, indicating that DNMT1 overexpression was not a secondary result of increased cell proliferative activity, but in fact preceded such activity [54]. The incidence of nuclear DNMT1 immunoreactivity showed a progressive increase in dysplastic urothelia, and during transition to UCs, being significantly correlated with accumulation of DNA methylation on C-type CpG islands [55].

With respect to the mechanisms regulating the expression levels of DNMTs [56], the members of the miR-29 family, including miR-29a, miR-29b and mir-29c, have been shown to directly target DNMT3A and DNMT3B [57]. Enforced expression of miR-29s in lung cancer cell lines restores the normal patterns of DNA methylation, induces re-expression of methylation-silenced tumor-suppressor genes, and inhibits tumorigenicity in vitro and in vivo [57]. Enforced expression of miR-29b in acute myeloid leukemia cells resulted in markedly reduced expression of DNMT1, DNMT3A, and DNMT3B at both the RNA and protein levels [58]. Although down-regulation of DNMT3A and DNMT3B was the result of direct interaction of miR-29b with the 3'UTRs of these genes, miR-29b down-regulates DNMT1 indirectly by targeting Sp1, a transactivator of the DNMT1 gene [58]. miR-148 has been observed to bind to the coding region, outside the usual 3'UTR, of DNMT3B and to induce splicing alteration of DNMT3B in human cancer cells [59]. DNMT1 may also be directly regulated by miR-148 [60] and miR-126 [61]. Down-regulated miR-152 induces aberrant DNA methylation in HCC cells by targeting DNMT1 [62]. In addition to miRNAs, Hu-antigen R (HuR) proteins bind to target mRNAs and modify their levels of expression by altering their stability. HuR proteins target the 3’UTR of DNMT3B in human colon cancer cells, resulting in DNA hypermethylation of its target genes [63].

3.5 MUTATIONS, POLYMORPHISM AND SPLICING ALTERATIONS OF DNMTS AND HUMAN CANCERS

Even though our previous screening indicated that mutations of DNMT1 are not the major event during carcinogenesis in the liver and stomach [64], recent massively parallel DNA sequencing has identified somatic mutations including missense mutations, frameshifts, splice-site mutations and large deletions, which were predicted to affect DNMT3A translation in acute myeloid leukemia cells [65]. The overall survival of patients showing DNMT3A mutations was significantly shorter than that of patients without such mutations. Mutations of the DNMT3A gene, which reduce its enzymatic activity and alter the DNA methylation profiles, have also been reported in acute monocytic leukemia [66]. These observations add to the evidence for participation of aberrant DNMT activity in the pathogenesis of malignancies.

DNMT3A gene polymorphism can affect transcriptional levels of DNMT3A and susceptibility to cancers. The effect of a single nucleotide polymorphism, A/G, in the DNMT3A promoter region on transcriptional activity has been evaluated using a luciferase assay. Carriage of the A allele conferred significantly higher promoter activity in comparison with the G allele, and AA homozygotes had a six-fold increased risk of gastric cancer [67]. Similarly, a marked association between DNMT3B6 promoter C/T polymorphism and overall survival of patients
with head and neck squamous cell carcinoma has been reported [68]: the homozygotes (CC-genotype and TT-genotype) survived significantly longer than the heterozygotes (CT-type). Such polymorphism may affect the gene expression profiles through distinct DNA methylation patterns.

Pericentromeric satellite regions are considered to be one of the specific targets of DNMT3B, since Dnmt3B−/− mice lack DNA methylation in such regions and die in utero [6]. DNA hypomethylation in pericentromeric satellite regions is known to result in centromeric decondensation and enhanced chromosome recombination. In fact, germline mutations of the DNMT3B gene have been reported in patients with immunodeficiency, centromeric instability, and facial anomalies (ICF) syndrome, a rare recessive autosomal disorder characterized by DNA hypomethylation of pericentromeric satellite regions [69]. In HCCs [70] and UCs [71], DNA hypomethylation of these regions is correlated with copy number alterations on chromosomes 1 and 9, respectively, where satellite regions are rich. The major splice variant of DNMT3B in normal liver tissue samples is DNMT3B3, which possesses the conserved catalytic domains. DNMT activity of human DNMT3B3 has been confirmed in vitro [72]. On the other hand, DNMT3B4 lacks the conserved catalytic domains, although it retains the N-terminal domain required for targeting to heterochromatin sites. Samples of normal liver tissue show only a trace level of DNMT3B4 expression. The levels of DNMT3B4 mRNA expression and the ratio of DNMT3B4 mRNA to DNMT3B3 in samples of non-cancerous liver tissue obtained from patients with HCCs, and in HCCs themselves, are significantly correlated with the degree of DNA hypomethylation in pericentromeric satellite regions [73]. DNA demethylation on satellite 2 has been observed in DNMT3B4-transfected human epithelial 293 cells [73]. Since DNMT3B4 lacking DNMT activity competes with DNMT3B3 for targeting to pericentromeric satellite regions, DNMT3B4 overexpression may lead to chromosomal instability through induction of DNA hypomethylation in such regions.

As another molecular mechanism involved in site-specific DNA methylation alterations, interaction between DNMT3A and c-myc has been reported. This interaction promotes the site-specific methylation of CpG dinucleotides localized in c-myc boxes in the promoter regions of the CDKN2a, CCND1 and TIMP2 genes [74]. The invalidation of c-myc reveals that c-myc allows recruitment of DNMT 3A on the c-myc box of c-myc-regulated genes. Monitoring transcription factor arrays have identified transcription factors interacting with DNMT3A and DNMT3B (such as CREB and FOS), those interacting with DNMT 3A (such as AP2alpha and p53) and those interacting with DNMT 3B (such as SP1 and SP4) [74]. Thus, direct interaction between DNMT 3A and/or DNMT 3B and transcription factors provides a rational molecular explanation for the mechanism of targeted DNA methylation.

### 3.6 Signal Pathways Affecting DNA Methylation Status during Tumorigenesis

Molecular links between the major signaling pathways involved in tumorigenesis and epigenetic events have been reported [75]. For example, correlations between the phosphatidylinositol 3-kinase (PI3K)/AKT pathway and epigenetic events in tumorigenesis and progression have been attracting attention. It has been reported that PTEN methylation becomes progressively higher from benign thyroid adenoma to follicular thyroid cancer and to aggressive anaplastic thyroid cancer, which harbors activating genetic alterations in the PI3K/AKT pathway that correspond to a progressively higher prevalence [76]. An association of PTEN methylation with PIK3CA alterations and ras mutations has been reported in thyroid tumors [76]. Aberrant methylation and hence silencing of the PTEN gene, which coexists with activating genetic alterations of the PI3K/AKT pathway, may enhance the signaling of this pathway and contribute to tumor progression.
With regard to BRAF-MEK signaling, BRAF is highly expressed in neurons. Expression of MAP2, a neuron-specific microtubule-associated protein that binds and stabilizes dendritic microtubules, is expressed in cutaneous primary melanomas and inversely associated with melanoma progression. Ectopic expression of MAP2 in metastatic melanoma cells inhibits cell growth by inducing mitotic spindle defects and apoptosis [77]. Levels of MAP2 promoter activity in melanoma cell lines are correlated with activating mutation in BRAF: hyperactivation of BRAF-MEK signaling activates MAP2 expression in melanoma cells through promoter demethylation or down-regulation of the neuronal transcription repressor HES1 [77]. Thus, BRAF oncogene levels can regulate the neuronal differentiation and tumor progression of melanoma. Genome-wide DNA methylation analysis after shRNA knockdown of BRAF V600E in thyroid cancer cells has revealed numerous methylation targets including hyper- or hypo-methylated genes with metabolic and cellular functions [78]. Among such genes, the HMGB2 gene plays a role in thyroid cancer cell proliferation, and the FDG1 gene in cell invasion [78]. A prominent epigenetic mechanism through which BRAF V600E can promote tumorigenesis is alteration of the expression of numerous important genes through DNA methylation alterations.

The Ras signaling pathway also regulates DNA methylation status. Forced expression of a cDNA encoding human GAP120 (hGAP), a down-modulator of Ras activity, or delta 9-Jun, a transdominant negative mutant of Jun, in adrenocortical tumor Y1 cells causes transformed cells to revert to their original morphology, resulting in a reduced level of DNA methylation through a reduction of both mRNA expression and the enzymatic activity of DNMTs [79]. Introduction of oncogenic Ha-ras into GAP transfectants has been found to increase the levels of DNA methylation and DNMT activity. Moreover, transient transfection CAT assays have demonstrated that the DNMT promoter in Y1 cells is activated by AP-1 and inhibited by down-regulators of Ras signaling [79]. In addition to Y1 cells, it has been reported that over-expression of unmutated Ha-ras in human T cells causes an increase in DNMT expression, and that DNMT is decreased by inhibitory signaling via the ras-MAPK pathway [80].

The apoptosis-promoting protein Par-4 has been shown to be down-regulated in Ras-transformed NIH 3T3 fibroblasts through the Raf/MEK/ERK MAPK pathway. The par-4 promoter is methylated in Ras-transformed cells through a MEK-dependent pathway, and treatment with a DNMT inhibitor restores the levels of both the Par-4 mRNA transcript and protein, suggesting that the Ras-mediated down-regulation of Par-4 occurs through promoter methylation [81]. In fact, it has been revealed that Ras transformation is associated with upregulation of DNMT1 and DNMT3 expression [81].

### 3.7 DNA METHYLATION AND HISTONE MODIFICATIONS

DNA methylation determines chromatin configuration and regulates the expression levels of genes in cooperation with histone modifications [82,83]. Covalent histone modifications mark active promoters (methylation of lysine 4 of histone H3 [H3K4] and acetylation of histone H3 lysine 27 [H3K27]), active enhancers (H3K4 methylation, H3K27 acetylation), actively transcribed genes (H3K36 methylation), or heterochromatin regions (H3K9 methylation, H3K27 methylation) [82,83]. When methyl-CpG-binding proteins, such as MeCP2 and MBD2, bind to methylated CpG dinucleotide, their transcriptional repression domain recruits a co-repressor complex containing histone deacetylases (HDACs) [84]. On the other hand, histone methyltransferases, such as G9A and SUV39H1, are required to recruit DNMTs [85].

Transcriptionally repressive chromatin modifications within the promoters of tumor-suppressor genes silenced by DNA methylation are known to resemble the chromatin modifications of these genes in normal embryonic stem cells, e.g. polycomb (PcG) complex binding and H3K27 methylation. These genes also have an active marker, H3K4 methylation, in normal stem cells, and this bivalent state is converted to a primary active or repressive
chromatin conformation after differentiation cues have been received [86]. During carcinogenesis, such modifications may render the genes vulnerable to errors, resulting in aberrant DNA methylation. These PcG complexes have been shown to directly interact with DNMTs, and possibly to promote cancer-specific gene silencing. EZH2, the PcG protein in the polycomb repressive complex 2/3 (PRC2/3) that catalyzes the trimethylation of H3K27, may be a key player [87]. Overexpression of EZH2 is correlated with tumor progression and poorer prognosis in various cancers [88,89]. Depletion of EZH2 in cancer cells leads to growth arrest [90]. CBX7, another Pcg protein, is a constituent of PRC1, and has also been shown to read the repressive histone marks, H3K9me3 and H3K27me3 [91]. Similarly to EZH2, CBX7 is able to recruit DNA methylation machinery to gene promoters and facilitate gene silencing during the development of cancers.

It has long been known that individual cancers each consist of heterogeneous cell populations. The recently proposed cancer stem cell hypothesis has emphasized that only certain subpopulations, known as cancer stem cells, cancer-initiating cells or tumor-propagating cells, have tumorigenic potential. These cancer-initiating cells are usually resistant to chemotherapy and radiotherapy, leading to treatment failure. Moreover, they may be capable of forming metastatic foci in distant organs. Despite the existence of such subpopulations, the cancer stem cell hypothesis continues to generate controversy. Since the PcG complex targets similar sets of genes in embryonic stem cells and cancer cells, much effort should be focused on how epigenetic mechanisms participate in the generation of cancer-initiating cells [20,23].

3.8 SUBCLASSIFICATION OF HUMAN CANCERS BASED ON DNA METHYLATION PROFILING

Almost all cancers are heterogeneous diseases composed of distinct clinicopathological subtypes. DNA methylation profiles may, at least partly, represent the molecular basis of each subtype [92,93]. Recently, analysis on a genome-wide scale has become possible using DNA methylation-sensitive restriction enzyme-based or anti-methyl-cytosine antibody affinity techniques that enrich the methylated and unmethylated fractions of genomic DNA [94]. These fractions can then be hybridized to DNA microarrays. Such DNA methylation profiling may provide new insight into disease entities and help to provide more accurate classifications of human cancers [23]. Such subclassification may yield clues for clarification of distinct mechanisms of carcinogenesis in various organs, and identify possible target molecules for prevention and therapy in patients belonging to specific clusters.

For example, progressive accumulation of genetic and epigenetic abnormalities has been best described in colon cancers. Clustering analyses based on either epigenetic (DNA methylation of multiple CpG island promoter regions) profiling or a combination of genetic (mutations of BRAF, KRAS, and p53 and microsatellite instability [MSI]) and epigenetic profiling have revealed distinct molecular signatures. Colon cancers were clustered into CIMP1, CIMP2, and CIMP-negative groups based on DNA methylation data [95]. CIMP1 is characterized by MSI and BRAF mutations and rare KRAS and p53 mutations. CIMP2 is associated with KRAS mutations and rare MSI, BRAF, or p53 mutations. CIMP-negative cases have a high rate of p53 mutation and lower rates of MSI or mutation of BRAF or KRAS. Together, the data show that colon cancers can be grouped into three molecularly distinct disease subclasses [95]. These three groups also differ clinically: CIMP1 and CIMP2 are more often proximal, CIMP1 has a good prognosis because it consists mostly of MSI-high cancers, and CIMP2 has a poor prognosis. Moreover, these groups may have distinct precancerous lesions that can be diagnosed endoscopically, such as serrated adenomas for CIMP1, and villous adenomas for CIMP2.

We focused on renal carcinogenesis and examined the DNA methylation status of C-type CpG islands of multiple tumor-related genes using bisulfite conversion. Even in non-cancerous
renal tissue showing no remarkable histological changes obtained from patients with conventional-type clear cell renal cell carcinomas (RCCs), the average number of methylated CpG islands was significantly higher than in normal renal tissue obtained from patients without any primary renal tumor, regardless of patient age [96]. Stepwise accumulation of DNA methylation on CpG islands has been clearly shown to progress from normal renal tissue, to non-cancerous renal tissue showing no remarkable histological changes obtained from patients with RCCs, and to RCCs. Since it has not been possible to observe any histological change in non-cancerous renal tissue obtained from patients with RCCs, and RCCs usually develop from backgrounds without chronic inflammation or persistent viral infection, precancerous conditions in the kidney have been rarely described. However, from the viewpoint of altered DNA methylation, we have shown that it is possible to recognize the presence of precancerous conditions even in the kidney [96]. In other words, regional DNA methylation alterations may participate in the early and precancerous stage of multistage renal carcinogenesis. Surprisingly, the average number of methylated CpG islands in non-cancerous renal tissues obtained from patients with RCCs showing higher histological grades was significantly higher than that in equivalent tissue obtained from patients with low-grade RCCs, suggesting that precancerous conditions showing regional DNA hypermethylation may generate more malignant RCCs [96].

In order to further clarify the significance of DNA methylation alterations during renal carcinogenesis, we performed genome-wide DNA methylation analysis using BAC array-based methylated CpG island amplification (BAMCA), which may be suitable, not for focusing on specific promoter regions or individual CpG sites, but for overviewing the DNA methylation tendency of individual large regions among all chromosomes [92,93], in tissue samples. The average numbers of BAC clones showing DNA hypo- or hypermethylation in non-tumorous renal tissue obtained from patients with chromophobe RCCs and oncocytomas were significantly lower than the average number in non-tumorous renal tissue obtained from patients with clear cell RCCs [97]. In non-tumorous renal tissue from all examined patients with renal tumors (clear cell RCCs, papillary RCCs, chromophobe RCCs and oncocytomas), biphasic accumulation of DNA methylation alterations was evident. Among such patients, the recurrence-free survival rate of patients showing DNA hypo- or hypermethylation on more BAC clones in their non-tumorous renal tissue was significantly lower than that of patients showing DNA hypo- or hypermethylation on fewer BAC clones [97]. Significant DNA methylation profiles determining the histological subtype (chromophobe RCCs and oncocytomas vs clear cell RCCs) of future developing renal tumors and/or patient outcome (favorable outcome vs poorer outcome) may already be established at the precancerous stage.

We performed two-dimensional unsupervised hierarchical clustering analysis based on the genome-wide DNA methylation status (signal ratios obtained by BAMCA) of samples of non-cancerous renal tissue. On the basis of the DNA methylation profiles of these samples, the patients with clear cell RCCs were clustered into two subclasses, Clusters KA\textsubscript{N} and KB\textsubscript{N} [98]. The corresponding clear cell RCCs of patients in Cluster KB\textsubscript{N} showed more frequent macroscopically evident multinodular growth, vascular involvement and renal vein tumor thrombi, and higher pathological tumor-node-metastasis (TNM) stages than those in Cluster KA\textsubscript{N}. Our Clusters KA\textsubscript{N} and KB\textsubscript{N} in precancerous tissue can be considered clinicopathologically valid: the overall survival rate of patients in Cluster KB\textsubscript{N} was significantly lower than that of patients in Cluster KA\textsubscript{N}. DNA methylation alterations at the precancerous stage may even determine the outcome of patients with clear cell RCCs.

Two-dimensional unsupervised hierarchical clustering analysis based on BAMCA data for clear cell RCCs themselves was able to group patients into two subclasses, Clusters KA\textsubscript{T} and KB\textsubscript{T} [98]. Clear cell RCCs in Cluster KB\textsubscript{T} showed more frequent vascular involvement and renal vein tumor thrombi, and also higher pathological TNM stages than those in Cluster KA\textsubscript{T}. The overall survival rate of patients in Cluster KB\textsubscript{T} was significantly lower than that of patients in
Cluster KA_T. Multivariate analysis revealed that our clustering was a predictor of recurrence and was independent of histological grade, macroscopic configuration, vascular involvement or presence of renal vein tumor thrombi.

When we compared the DNA methylation profiles of non-cancerous renal tissue and those of the corresponding clear cell RCC, Cluster KB_N was completely included in Cluster KB_T. BAC clones, of which DNA methylation status significantly discriminated Cluster KB_N from Cluster KA_N, also discriminated Cluster KB_T from Cluster KA_T without exception. When we examined each of the representative BAC clones characterizing both Clusters KB_N and KB_T, the BAMCA signal ratio in the non-cancerous renal tissue was at almost the same level as that in the corresponding clear cell RCC developing in each individual patient [98]. Accordingly, we concluded that the genome-wide DNA methylation profiles of non-cancerous renal tissue are basically inherited by each corresponding clear cell RCC [99].

The average number of examined methylated C-type CpG islands was significantly higher in Cluster KB_T than in Cluster KA_T. The frequency of CIMP in Cluster KB_T was significantly higher than that in Cluster KA_T. Genome-wide DNA methylation alterations consisting of both hypomethylation of DNA revealed by BAMCA in Cluster KB_T are associated with regional DNA hypermethylation on CpG islands. Moreover, a subclass of Cluster KB_N and KB_T based on BAMCA data showed particularly marked accumulation of copy number alterations [100]: specific DNA methylation profiles at the precancerous stage may be closely related to, or may be prone to, chromosomal instability. DNA methylation alterations in precancerous conditions, which do not occur randomly but are prone to further accumulation of epigenetic and genetic alterations, can generate more malignant cancers and even determine the outcome of individual patients [92] (Figure 3.1).

With respect to urothelial carcinogenesis, unsupervised hierarchical clustering of UCs based on array comparative genomic hybridization (CGH) data clustered UCs into three subclasses, Clusters UA, UB_1, and UB_2 [101] (Figure 3.2). In Cluster UA, copy number alterations, especially chromosomal gains, revealed by array CGH analysis, and DNA methylation profiles in precancerous conditions and renal cell carcinomas (RCCs). Two-dimensional unsupervised hierarchical clustering analysis based on BAC array-based methylated CpG island amplification (BAMCA) data for non-cancerous renal tissue samples clustered patients with clear cell RCCs into two subclasses, Clusters KA_N and KB_N [98]. On the basis of the DNA methylation profiles of clear cell RCCs themselves, the patients with clear cell RCCs were divided into Clusters KA_T and KB_T [98]. Patients with more malignant RCCs and showing a poorer outcome were accumulated in Clusters KB_N and KB_T. The DNA methylation profile of Cluster KB_N was inherited by patients with RCCs belonging to Cluster KB_T. Regional DNA hypermethylation of C-type CpG islands and copy number alterations were accumulated in Cluster KB_T. DNA methylation alterations in precancerous conditions, such as the DNA methylation profile corresponding to Cluster KB_N, may be prone to further accumulation of epigenetic and genetic alterations, thus generating more malignant cancers, such as the RCCs in patients belonging to Cluster KB_T. This figure is reproduced in the color plate section.
hypomethylation revealed by BAMCA, were both accumulated in a genome-wide manner, suggesting that DNA hypomethylation may result in chromosomal instability through changes in chromatin configuration and enhancement of chromosomal recombination [101]. Cluster UB1 showed accumulation of regional DNA hypermethylation on C-type CpG islands [109]. In Cluster UB2, the number of BAC clones showing both DNA hypo- and hypermethylation by BAMCA was rather high, and the number of probes showing loss or gain by array CGH was rather low, in comparison to Cluster UB1 [109]. Genetic and epigenetic events appear to accumulate in a complex manner during the developmental stage of individual tumors. This figure is reproduced in the color plate section.

3.9 DIAGNOSIS OF CANCERS IN BODY FLUIDS AND BIOPSY SPECIMENS BASED ON DNA METHYLATION PROFILES

The incidence of DNA methylation alterations is generally high in human cancers derived from various organs. Therefore, DNA methylation alterations are applicable as biomarkers for early diagnosis of patients with cancers [102]. Cancer diagnosis based on DNA methylation alterations was initially attempted using body fluids, such as urine, that can be collected non-invasively. For example, DNA hypermethylation of regulatory sequences at the GSTP1 gene locus is present in the majority of primary prostate carcinomas, but not in normal prostatic tissue or other normal tissues. Matched specimens of primary tumor, peripheral blood lymphocytes, and simple voided urine were collected from patients with prostate cancers at various clinical stages, and the DNA methylation status of GSTP1 was examined using methylation-specific PCR [102]. Decoding of the results indicated that urine from prostate cancer patients contained shed cancer cells or debris. Furthermore, there was no case where urine-sediment DNA harbored methylation when the corresponding tumor was negative, suggesting the feasibility of molecular diagnosis using DNA methylation status as an indicator of prostatic cancer cells in urine [103].

Quantitative analysis has been introduced for cancer diagnosis based on DNA methylation alterations. For example, quantitative fluorogenic real-time PCR assay has been used to
examine primary tumor DNA and urine sediment DNA from patients with UCs of the urinary bladder for promoter hypermethylation of multiple genes in order to identify potential biomarkers for bladder cancer [104]. The promoter methylation pattern in urine generally matched that in the primary tumors. A selected gene panel including CDKN2A, MGMT, and GSTP1 was validated in urine-sediment DNA samples from an additional validation cohort of patients with UCs of various stages and grades, and from additional age-matched control subjects [104]. Testing of such a gene panel using quantitative methylation-specific PCR assay has been shown to be a powerful non-invasive approach for detection of cancers.

DNA methylation may become an alternative biomarker which can compensate for the demerits of conventional diagnostic techniques. Gastrointestinal endoscopy followed by pathological diagnosis of biopsy specimens is useful for diagnosis of stomach cancers. However, the diagnostic power depends on the technical skill of the endoscopist. Endoscopic biopsy is a topical procedure whereby only a small portion of the lesion is removed. Moreover, gastrointestinal endoscopy is neither comfortable nor risk-free for patients, and is associated with frequent morbidity. Therefore, a method for sensitive and specific detection of early gastric cancer has been established using DNA methylation analysis of gastric washes [105]. This revealed a close correlation between the DNA methylation level of the MINT 25 locus in tumor biopsy specimens and that in gastric washes. MINT25 methylation had high sensitivity, specificity, and area under the receiver operating characteristic curve for tumor cell detection in gastric washes [105]. In addition, even when compared with potential protein or mRNA biomarkers in gastric washes, DNA methylation in such samples may be optimal because of its stability and amplifiability.

In general, pancreatic biopsy yields only a small amount of tissue, and in specimens of pancreatic juice the cellular morphology is not well preserved due to degeneration. We applied the BAMCA method to normal pancreatic tissue obtained from patients without ductal adenocarcinomas, non-cancerous pancreatic tissue obtained from patients with ductal adenocarcinomas, and cancerous tissue. The results of BAMCA for normal pancreatic tissue samples reflected the DNA methylation profiles of normal peripheral pancreatic duct epithelia (the origin of ductal adenocarcinomas), acinar cells and islet cells. In samples of non-cancerous pancreatic tissue obtained from patients with ductal adenocarcinomas, BAMCA revealed DNA hypo- or hypermethylation on many BAC clones in comparison to normal pancreatic tissue samples. Microscopic observation of non-cancerous pancreatic tissue samples obtained from patients with ductal adenocarcinomas revealed lymphocytes and fibroblasts associated with various degrees of chronic pancreatitis, which is considered to be one of the precancerous conditions for ductal adenocarcinomas (Figure 3.3). Our previous studies using microdissection and immunohistochemistry revealed accumulation of DNA hypermethylation of tumor-related genes associated with DNMT1 overexpression, even in peripheral pancreatic duct epithelia at the precancerous stage [48,49]. Therefore, the results of BAMCA for samples of non-cancerous pancreatic tissue from patients with ductal adenocarcinomas may reflect the DNA methylation profiles of peripheral pancreatic duct epithelia at the precancerous stage, lymphocytes, fibroblasts, acinar cells, and islet cells. In order to diagnose ductal adenocarcinomas in tissue samples, cancer-specific DNA methylation profiles should be discriminated from those of normal or precancerous peripheral pancreatic duct epithelia, lymphocytes, fibroblasts, acinar cells, and islet cells. Therefore, we identified 12 BAC clones whose DNA methylation status was able to discriminate cancerous tissue samples from both normal pancreatic tissue and non-cancerous pancreatic tissue samples obtained from patients with ductal adenocarcinomas in the learning cohort with a specificity of 100%. Using the criteria that combined these 12 BAC clones, cancerous tissues were precisely diagnosed with 100% sensitivity and specificity in both the learning and validation cohorts [106]. Our diagnostic criteria may be advantageous for supporting the histological and cytological assessment of pancreatic cancers (Figure 3.3).
3.10 CARCINOGENETIC RISK ESTIMATION BASED ON DNA METHYLATION PROFILES

DNA methylation alterations play a role even in the early and precancerous stage during multistage carcinogenesis. Since even subtle alterations of DNA methylation profiles at the precancerous stage are stably preserved on DNA double strands by covalent bonds, they may be better indicators for risk estimation than mRNA and protein expression profiles, which can be easily affected by the microenvironment of precursor cells. Personalized prevention by elimination of inflammatory conditions, viruses, and other microorganisms, together with prohibition of smoking, which causes DNA methylation alterations, may be applicable to patients with precancerous conditions.

Since HCC usually develops in liver already affected by chronic hepatitis or liver cirrhosis associated with HBV and/or HCV infection, the prognosis of patients with HCC is deemed poor unless the cancer is diagnosed at an early stage. Therefore, surveillance at the precancerous stage becomes a priority. In clinical practice, especially intensive surveillance should be performed for patients at high risk of HCC development, even if the patients are asymptomatic. Therefore, we applied the BAMCA method to samples of liver tissue. Wilcoxon test showed that 25 BAC clones, whose DNA methylation status was inherited by HCCs from...
non-cancerous liver tissue in patients with HCCs, were able to discriminate such non-
cancerous liver tissue from normal liver tissue obtained from patients without HCCs. The
criteria for carcinogenetic risk estimation that combined the 25 BAC clones allowed diagnosis
of non-cancerous liver tissue from patients with HCCs in the learning cohort as being at high
risk of carcinogenesis with 100% sensitivity and specificity [107]. In the validation cohort,
these criteria allowed such discrimination with 96% sensitivity and specificity [107]. In
patients with HCCs, there were no significant differences in DNA methylation status in these
25 BAC clones between samples of non-cancerous liver tissue showing chronic hepatitis and
those showing cirrhosis, indicating that the criteria we employed were not associated with
inflammation or fibrosis. In addition, the average number of BAC clones satisfying these
criteria was significantly lower in liver tissue from patients with HBV or HCV infection but
without HCCs than in non-cancerous liver tissue from patients with HCCs. DNA methyla-
tion status in these 25 BAC clones does not simply depend on hepatitis virus infection but
may actually reflect the risk of carcinogenesis itself. Therefore, our criteria not only
discriminate non-cancerous liver tissue from patients with HCCs from normal liver tissues,
but may be capable of discriminating patients who may or may not develop HCCs from
among those who are being followed up for HBV or HCV infections, chronic hepatitis, or
cirrhosis.

Next, to precisely identify the CpG sites having the largest diagnostic impact on each of the
25 BAC clones and to improve the sensitivity and specificity of carcinogenetic risk estimation,
we quantitatively evaluated the DNA methylation status of 203 Sma I sites on these 25 BAC
clones using highly quantitative pyrosequencing of tissue specimens. In order to overcome
PCR bias, we optimized the PCR conditions for each pyrosequencing primer set. It was
revealed that 30 regions including 45 CpG sites had the largest diagnostic impact. Using these
30 regions, we then established criteria revised on the basis of pyrosequencing for estimation
of carcinogenetic risk [108]. The revised criteria allowed diagnosis of all samples of non-
cancerous liver tissue obtained from HCC patients in the validation cohort as being at high risk
of carcinogenesis, with improved sensitivity and specificity [108]. It is feasible that only one
CpG site in the promoter region was included in the revised criteria, because DNA methylation
status in genomic regions, which do not directly participate in gene silencing, may be altered at
the precancerous stage before alterations in the promoter regions themselves occur. Many CpG
sites with evident diagnostic impact are located within non-CpG islands, gene bodies, and
non-coding regions that have been overlooked as DNA methylation biomarkers. Meticulous
examination of such regions may be important for identifying optimal indicators of carci-
nogenetic risk.

During the surveillance period, in order to clarify the baseline liver histology, liver biopsy is
performed in patients with HBV or HCV infection prior to interferon therapy. Therefore,
carcinogenetic risk estimation using such liver biopsy specimens will be advantageous for close
follow-up of patients who are at high risk of HCC development. We have confirmed that
carcinogenetic risk estimation using pyrosequencing is applicable to routine formalin-fixed,
paraffin-embedded liver biopsy specimens. Our next step is to validate the reliability of such
risk estimation prospectively using liver biopsy specimens obtained prior to interferon therapy
from a large cohort of patients with HBV or HCV infection.

As mentioned above, UC is clinically remarkable because of its multicentricity due to the
“field effect”. Even non-cancerous urothelia showing no remarkable histological changes
obtained from patients with UCs can be considered to be at the precancerous stage,
because they may have been exposed to carcinogens in the urine. In fact, principal
component analysis based on BAMCA data have revealed progression of DNA methylation
alterations from normal urothelia to non-cancerous urothelia obtained from patients with
UCs, and to UCs themselves. Unsupervised hierarchical clustering analysis of patients with
UCs based on the DNA methylation status of their non-cancerous urothelia showed that
the DNA methylation profiles of non-cancerous urothelia were significantly correlated with
the invasiveness of UCs developing in individual patients, suggesting that DNA methyla-
tion alterations at the precancerous stage may generate more malignant cancers [109]. The
combination of DNA methylation status on 83 BAC clones was able to completely
discriminate between non-cancerous urothelia from patients with UCs and normal
urothelia, and allowed diagnosis of non-cancerous urothelia from patients with UCs as
having a high risk of carcinogenesis, with 100% sensitivity and specificity [109]. Differences
in DNA methylation profiles between muscle-invasive UCs and non-invasive UCs have also
been extensively examined: frequent DNA hypermethylation of the HOXB2 [110] and
RASSF1A [111] genes is known to be associated with invasiveness of UCs.

3.11 PERSONALIZED MEDICINE BASED ON DNA METHYLATION
PROFILES: PROGNOSTICATION OF PATIENTS WITH CANCERS AND
PREDICTION OF RESPONSE TO CHEMOTHERAPY

Since DNA methylation alterations frequently correlate with clinicopathological parameters
of cancers, they can be used as prognostic indicators in patients with cancers. For example, based
on BAMCA data, 41 BAC clones, whose DNA methylation status was able to discriminate HCC
patients who survived more than 4 years after hepatectomy from patients who suffered
recurrence within 6 months and died within a year after hepatectomy, have been identified
[107]. The DNA methylation status of these 41 BAC clones was correlated with the cancer-free
survival rate of HCC patients in the validation cohort. Prognostication based on our criteria
may be promising for supportive use during follow-up after surgical resection, since multi-
variate analysis revealed that our criteria are able to predict overall patient outcome inde-
dependently of parameters observed in hepatectomy specimens, such as the degree of
histological differentiation, presence of portal vein tumor thrombi, intrahepatic metastasis
and multicentricity, which are already known to have a prognostic impact. Such prognosti-
cation using liver biopsy specimens obtained before transarterial embolization, transarterial
chemoembolization, and radiofrequency ablation may be advantageous even for patients who
undergo such therapies.

Even when surgery is performed with curative intent for patients with pancreatic cancers,
the rate of recurrence is very high. Although previous studies have suggested the efficacy of
adjuvant chemotherapy, it needs to be carried out carefully, paying close attention to
adverse reactions. In order to decide the indications for such adjuvant chemotherapy,
prognostic criteria should be explored. We have identified 11 BAC clones whose DNA
methylation status was able to discriminate patients showing early relapse from those
without relapse in the learning cohort with 100% specificity, and this was correlated with
the recurrence-free and overall survival rates in the validation cohort [106]. Multivariate
analysis revealed that satisfying the prognostic criteria using these 11 BAC clones was
a parameter independent of surgical margin positivity and lymph node metastasis at the
time of surgery [106].

The quality of life of patients with urinary bladder cancers is generally poor after total
cystectomy. In general, therefore, after therapeutic diagnosis of UC tumors obtained by trans-
urethral resection, patients are followed-up by repeat cystoscopy examinations. In patients
showing sudden prominent malignant progression, it is difficult to determine the appropriate
timing of total cystectomy. Therefore, prognostic indicators need to be explored. The
combination of DNA methylation status on 20 BAC clones selected by Wilcoxon test was able
to completely discriminate patients who suffered recurrence after surgery from patients who
did not [109]. DNA methylation profiling may thus provide optimal indicators for progno-
s tication in patients with UCs. Other recently published DNA methylation alterations in
### TABLE 3.1 DNA methylation alterations in human cancers that are correlated with the outcome of patients and can be used as prognostic indicators

<table>
<thead>
<tr>
<th>Tumor</th>
<th>Gene</th>
<th>DNA Methylation Status</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Head and neck cancer</td>
<td>LINE-1</td>
<td>DNA hypomethylation</td>
<td>Brain Res 2011; 1391: 125–31</td>
</tr>
<tr>
<td></td>
<td>POTEH</td>
<td>DNA hypermethylation</td>
<td>J Neurooncol 2011; 102: 311–16</td>
</tr>
<tr>
<td>Head and neck cancer</td>
<td>miRNA-137</td>
<td>DNA hypermethylation</td>
<td>Cancer 2011; 117: 1454–62</td>
</tr>
<tr>
<td>Salivary gland cancer</td>
<td>RUNX3</td>
<td>DNA hypermethylation</td>
<td>Cancer Sci 2011; 102: 492–7</td>
</tr>
<tr>
<td>Lung cancer</td>
<td>RASSF1A</td>
<td>DNA hypermethylation</td>
<td>Carcinogenesis 2011; 32: 411–16</td>
</tr>
<tr>
<td>Esophageal cancer</td>
<td>p 14</td>
<td>DNA hypermethylation</td>
<td>J Clin Pathol 2011; 64: 246–51</td>
</tr>
<tr>
<td>Stomach cancer</td>
<td>Claudin-4</td>
<td>DNA hypomethylation</td>
<td>Lab Invest 2011; 91: 1652–67</td>
</tr>
<tr>
<td></td>
<td>BNIP3</td>
<td>DNA hypermethylation</td>
<td>Oncol Rep 2011; 25: 513–18</td>
</tr>
<tr>
<td></td>
<td>DAPK</td>
<td>DNA hypermethylation</td>
<td>Oncol Rep 2011; 25: 513–18</td>
</tr>
<tr>
<td></td>
<td>S100A6</td>
<td>DNA hypermethylation</td>
<td>Am J Pathol 2010; 177: 586–97</td>
</tr>
<tr>
<td></td>
<td>EphA1</td>
<td>DNA hypermethylation</td>
<td>Oncol Rep 2010; 24: 1577–84</td>
</tr>
<tr>
<td>Colorectal cancer</td>
<td>fibulin-3b</td>
<td>DNA hypermethylation</td>
<td>Neoplasma 2011; 58: 441–8</td>
</tr>
<tr>
<td></td>
<td>LINE-1</td>
<td>DNA hypomethylation</td>
<td>Cancer 2011; 117: 1847–54</td>
</tr>
<tr>
<td></td>
<td>RASSF1A</td>
<td>DNA hypermethylation</td>
<td>J Cell Physiol 2011; 226: 1934–9</td>
</tr>
<tr>
<td></td>
<td>SFRP2</td>
<td>DNA hypermethylation</td>
<td>Clin Invest Med 2011; 34: E88–95</td>
</tr>
<tr>
<td></td>
<td>DSC3</td>
<td>DNA hypermethylation</td>
<td>Br J Cancer 2011; 104: 1013–19</td>
</tr>
<tr>
<td></td>
<td>IGFBP3</td>
<td>DNA hypermethylation</td>
<td>Clin Cancer Res 2011; 17: 1535–45</td>
</tr>
<tr>
<td></td>
<td>EVL</td>
<td>DNA hypermethylation</td>
<td>Clin Cancer Res 2011; 17: 1535–45</td>
</tr>
<tr>
<td></td>
<td>hMLH1</td>
<td>DNA hypermethylation</td>
<td>Oncol Rep 2011; 25: 789–94</td>
</tr>
<tr>
<td></td>
<td>PPARG</td>
<td>DNA hypermethylation</td>
<td>PLoS One 2010; 5: e14229</td>
</tr>
<tr>
<td></td>
<td>MGMT</td>
<td>DNA hypermethylation</td>
<td>Cancer Causes Control 2011; 22: 301–9</td>
</tr>
<tr>
<td></td>
<td>IGF2</td>
<td>DNA hypomethylation</td>
<td>Gastroenterology 2010; 139: 1855–64</td>
</tr>
<tr>
<td></td>
<td>RARj2</td>
<td>DNA hypermethylation</td>
<td>Tumour Biol 2010; 31: 503–11</td>
</tr>
<tr>
<td>Gastrointestinal stromal tumor</td>
<td>REC8</td>
<td>DNA hypermethylation</td>
<td>Gut 2012; 61: 392–401</td>
</tr>
<tr>
<td></td>
<td>PAX3</td>
<td>DNA hypermethylation</td>
<td>Gut 2012; 61: 392–401</td>
</tr>
<tr>
<td>Hepatocellular carcinoma</td>
<td>RASSF1A</td>
<td>DNA hypermethylation</td>
<td>Asian Pac J Cancer Prev 2010; 11: 1677–81</td>
</tr>
<tr>
<td></td>
<td>CADM1</td>
<td>DNA hypermethylation</td>
<td>Oncol Rep 2011; 25: 1053–62</td>
</tr>
<tr>
<td></td>
<td>WIF-1</td>
<td>DNA hypermethylation</td>
<td>Tumour Biol 2011; 32: 233–40</td>
</tr>
<tr>
<td>Renal cell carcinoma</td>
<td>HOXA5</td>
<td>DNA hypermethylation</td>
<td>Pathol Int 2010; 60: 661–6</td>
</tr>
<tr>
<td></td>
<td>MSH2</td>
<td>DNA hypermethylation</td>
<td>Pathol Int 2010; 60: 661–6</td>
</tr>
<tr>
<td>Neuroblastoma</td>
<td>CASP8</td>
<td>DNA hypermethylation</td>
<td>Mol Carcinog 2011; 50: 153–62</td>
</tr>
<tr>
<td></td>
<td>TMS1</td>
<td>DNA hypermethylation</td>
<td>Mol Carcinog 2011; 50: 153–62</td>
</tr>
<tr>
<td></td>
<td>APAF1</td>
<td>DNA hypermethylation</td>
<td>Mol Carcinog 2011; 50: 153–62</td>
</tr>
</tbody>
</table>

Continued
human cancers that are correlated with patient outcome and can be used as prognostic indicators are summarized in Table 3.1.

In addition, DNA methylation profiles may be predictive indicators of response to chemotherapy. One such example is silencing of the mitotic checkpoint gene CHFR (checkpoint with forkhead and ring finger domains) in gastric cancers. Mitotic checkpoints prevent errors in chromosome segregation that can lead to neoplasia, and it is notable that gastric cancers often show impaired checkpoint function. CHFR expression was silenced by DNA methylation of the 5′ region of the gene in tested gastric cancer cell lines and primary gastric cancers; expression was restored by treatment with 5-aza-2′-deoxycytidine. In addition, histones H3 and H4 were found to be deacetylated in cell lines showing aberrant methylation. Cells not expressing CHFR showed impaired checkpoint function, leading to nuclear localization of cyclin B1 after treatment with microtubule inhibitors such as docetaxel or paclitaxel. Absence of CHFR appears to be associated with the sensitivity of cells to mitotic stress caused by microtubule inhibition, and restoration of CHFR expression by 5-aza-2′-deoxycytidine or adenoviral gene transfer restores the checkpoint. By affecting mitotic checkpoint function, CHFR inactivation likely plays a key role in gastric cancer tumorigenesis [112]. Moreover, aberrant methylation of CHFR appears to be a good molecular marker with which to predict the sensitivity of gastric cancers to microtubule inhibitors.

Another example is MGMT, a DNA repair protein, which reverses the addition of alkyl groups to the guanine base of DNA. Silencing of MGMT due to DNA methylation in glioma is a useful predictor of response to alkylating agents such as carmustine or temozolomide [113]. Similarly, methylation of a mismatch repair gene, hMLH1, in ovarian and colon cancer cell lines confers chemoresistance to many chemotherapeutic agents. Treatment with a DNA demethylating agent, 5-aza-2′-deoxycytidine, can reactivate hMLH1 and reverse the chemoresistance. Likewise, silencing of APAF-1 (apoptotic peptidase activating factor-1), a proapoptotic gene, confers chemoresistance to melanoma and leukemia cells by mediating resistance to cytochrome c-dependent apoptosis [114]. These findings demonstrate the potential clinical utility of DNA methylation markers for individualized therapy of cancer patients.

**TABLE 3.1 —continued**

<table>
<thead>
<tr>
<th>Tumor</th>
<th>Gene</th>
<th>DNA Methylation Status</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breast cancer</td>
<td>Endoglin</td>
<td>DNA hypermethylation</td>
<td>Oncogene 2011; 30: 1046–58</td>
</tr>
<tr>
<td></td>
<td>RASSF1A</td>
<td>DNA hypermethylation</td>
<td>Breast Cancer Res Treat 2011; 129: 1–9</td>
</tr>
<tr>
<td></td>
<td>CDO1</td>
<td>DNA hypermethylation</td>
<td>BMC Cancer 2010; 10: 247</td>
</tr>
<tr>
<td>Cervical cancer</td>
<td>APC1A</td>
<td>DNA hypermethylation</td>
<td>Int J Oncol 2011; 39: 683–8</td>
</tr>
<tr>
<td>Endometrioid cancer</td>
<td>CDH1</td>
<td>DNA hypermethylation</td>
<td>Cancer Invest 2011; 29: 86–92</td>
</tr>
<tr>
<td>Ovarian cancer</td>
<td>GREB1</td>
<td>DNA hypomethylation</td>
<td>Oncology 2011; 80: 12–20</td>
</tr>
<tr>
<td></td>
<td>TGIF</td>
<td>DNA hypomethylation</td>
<td>Oncology 2011; 80: 12–20</td>
</tr>
<tr>
<td></td>
<td>TOB1</td>
<td>DNA hypomethylation</td>
<td>Oncology 2011; 80: 12–20</td>
</tr>
<tr>
<td></td>
<td>TMCO5</td>
<td>DNA hypermethylation</td>
<td>Oncology 2011; 80: 12–20</td>
</tr>
<tr>
<td></td>
<td>PTPRN</td>
<td>DNA hypermethylation</td>
<td>Oncology 2011; 80: 12–20</td>
</tr>
<tr>
<td></td>
<td>GUCY2C</td>
<td>DNA hypermethylation</td>
<td>Oncology 2011; 80: 12–20</td>
</tr>
<tr>
<td></td>
<td>HERV-K</td>
<td>DNA hypomethylation</td>
<td>Int J Gynecol Cancer 2011; 21: 51–7</td>
</tr>
<tr>
<td>Trophoblastic tumor</td>
<td>ASPP1</td>
<td>DNA hypermethylation</td>
<td>Mod Pathol 2011; 24: 522–32</td>
</tr>
<tr>
<td>Melanoma</td>
<td>LINE-1</td>
<td>DNA hypomethylation</td>
<td>J Transl Med 2011; 9: 78</td>
</tr>
<tr>
<td>Acute myeloid leukemia</td>
<td>CEBPA</td>
<td>DNA hypermethylation</td>
<td>Leukemia 2011; 25: 32–40</td>
</tr>
<tr>
<td>Multiple myeloma</td>
<td>p16</td>
<td>DNA hypermethylation</td>
<td>Ann Hematol 2011; 90: 73–9</td>
</tr>
</tbody>
</table>
3.12 NEW TECHNOLOGIES FOR DNA METHYLATION ANALYSIS AND FUTURE DIRECTIONS

Currently available forms of screening technology, such as single-base-pair resolution whole-genome DNA methylation analysis using second-generation sequencers, and international efforts aimed at determining reference epigenome profiles, are now opening new avenues of epigenome therapy for cancer patients. Although broad DNA methylation profiling was initially performed on the basis of two-dimensional gel electrophoresis, adaptation of microarray hybridization techniques used in gene expression and genome studies to the profiling of DNA methylation patterns opened the door to the era of the epigenome. Enzyme-based and affinity enrichment-based DNA methylation analysis techniques have been proved suitable for examination of human tissue samples using hybridization arrays [1 15]. Currently available high-throughput DNA sequencing technologies using second-generation sequencers are now capable of single-base-pair resolution for whole-genome DNA methylation analysis. Although projects involving analysis of large numbers of human tissue samples will still rely on array-based approaches for several more years, the trend will be towards bisulfite shotgun sequencing [94]. Nanopore sequencing provides single-molecule detection and avoids any bias introduced by differential amplification of methylation-derived states [116]. Moreover, third-generation sequencers for real-time sequencing can directly detect 5-methylcytosine without bisulfite conversion [117]. In addition, genome-wide analysis of histone modification and non-coding RNA is also being robustly performed. Thus, high-throughput mapping of the epigenome, i.e. an overview of DNA methylation, histone modification, non-coding RNA, and chromatin accessibility in normal, precursor and cancer cells, is now highly reproducible and standardized.

Importantly, changes in the epigenome are potentially reversible by drug treatments. This has significant implications for the prevention and therapy of human cancers. Indeed, several inhibitors of chromatin-modifying enzymes, including DNMT inhibitors, as well as HDAC inhibitors, have been approved by the US Food and Drug Administration and the EU, and are now being used in clinical practice [118,119]. However, to maximize the potential of such therapeutic approaches, a more comprehensive characterization of the epigenome changes that occur during normal development and adult cell renewal should be accomplished by international consortia.

Scientists and representatives of major funding agencies have decided to launch the International Human Epigenome Consortium (IHEC) [120]. Just as the Human Genome Project provided a reference “normal” sequence for studying human disease, high-resolution reference epigenome maps consisting of the various epigenetic layers of detailed DNA methylation as well as histone modification, nucleosome occupancy and corresponding coding, and non-coding RNA expression in different normal cell types will be provided by IHEC. Such a reference human epigenome will be available to the worldwide research community. Information on the methods utilized by IHEC members will be useful for producing large epigenomic datasets related to health and diseases in humans. It will become possible to compare profiles of different human populations, thereby helping to evaluate the impact of environment and nutrition on the epigenome. Epigenome reference maps will have an immediate impact on our understanding of cancers as well as diabetes, cardiopulmonary diseases, neuropsychiatric disorders, imprinting disorders, inflammation, and autoimmune diseases, and will hopefully lead to breakthroughs in the prevention, diagnosis, and therapy of human cancers.
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4.1 INTRODUCTION

Dynamic changes in chromatin structure, which permit local decondensation and remodeling and are necessary for the role of chromatin in processes as gene transcription, DNA replication and repair, are achieved by modification of the chromatin and in particular by post-translational modifications of the histone component [1,2].

The post-translational modifications of histones identified so far include acetylation, phosphorylation, methylation, monoubiquitination, sumoylation, and ADP ribosylation [2]. The reversibility of these modifications is what confers the necessary dynamicity of the chromatin remodeling events and these are tightly controlled by the opposing activity of enzymes responsible for adding or removing the modifications (for example, histone acetyltransferases...
and histone deacetylates for histone acetylation and histone methyltransferases and histone demethylase for histone methylation). It is worth noting that those enzymes responsible for histone modifications can also modify non-histone proteins: while this observation has enormous implications, we have chosen here to restrict our analysis to the study of histone modifications and to the action of those enzymes on histones. We will first introduce the known molecular and biochemical properties of the different types of histone post-translational modifications, concentrating primarily on acetylation, methylation, phosphorylation, and ubiquitination. Then, we will summarize the current knowledge regarding the relevance of histone modifications in cancer, with a particular emphasis on the description of global changes to the pattern of histone modifications in cancer cells and their potential role as prognostic factors. Finally we will discuss the molecular mechanisms that are potentially involved in the generation of these altered patterns in cancer cells.

The various histone modifications act in a coordinate and ordered manner to control the conformation of chromatin [3]. A further level of complexity is present, due to the interplay between the different histone modifications, DNA methylation, and ATP-dependent chromatin remodeling components [3]. Remarkable progress has been made in recent years in the identification of these histone modifications, their genome-wide distribution and the level of interconnection between them and other relevant events such as DNA methylation. The increased knowledge and interest in the role of epigenetic modifications in cancer has been reinforced by the identification of a deregulated pattern of histone modification in several cancer types. The reversibility of histone modification and the identification of the molecular machinery that governs these modifications have made histone-modifying enzymes attractive new targets for anticancer therapy. In addition, a clear role for the pattern of histone modification as a predictor of prognosis in several cancers has emerged, although the use of such “histone modification signature” as predictor of therapeutic response is still at an initial stage.

### 4.2 CHROMATIN ORGANIZATION

The structural and functional unit of chromatin is the nucleosome, which consists of a disc-shaped octamer composed of two copies of each histone protein (H2A, H2B, H3, and H4), around which 147 base-pairs of DNA are wrapped twice (Figure 4.1) [4–7]. Electron microscopy studies revealed that organization of nucleosomal arrays is constituted by a series of “beads on a string”, with the “beads” being the individual nucleosomes and the “string” being the linker DNA [4,5]. Linker histones, such as histone H1 and other non-histone proteins interact with the nucleosomal arrays to further package the nucleosomes to form higher-order chromatin structures [7,8].

Histones are high evolutionarily conserved proteins with flexible N and C terminal domains and a conserved related globular domain which mediates histone—histone interactions within the octamer (Figure 4.1) [9–11]. There are two small domains protruding from the globular domain: an aminoterminal domain constituted by 20–35 residues rich in basic amino acids and a short protease accessible carboxyterminal domain [9–11]. Histone H2A is unique among the histones having an additional 37 amino acids carboxy-terminal domain that protrudes from the nucleosome [11]. Additional histone variants have also been identified and tend to have specialized roles [12]. The N-terminal tail of histones, as well as more recently defined positions in the globular domain, are subject to eight different classes of post-translational modification involving more than 60 distinct modification sites: lysine acetylation, ubiquitination and sumoylation, serine, threonine and thyrine phosphorylation, lysine and arginine methylation, glutamate poly-ADP ribosylation, arginine deimination, and proline isomerization (Figure 4.1) [2,11]. The combination of these histone modifications, the interplay between them and DNA methylation and ATP chromatin remodeling proteins, dynamically regulates chromatin structure and in so doing,
coordinates several relevant cellular processes including transcription, DNA replication, DNA repair, and genomic stability [13–16].

4.3 HISTONE MODIFICATIONS

We will now look at the various histone modifications available.

4.3.1 Histone Acetylation

Histone acetylation is a reversible covalent modification, occurring at specific lysines residues in the histone tails. This modification is able to neutralize the positive charge of the targeted lysine, weakening the histone-DNA [2,16,17] or nucleosome–nucleosome interactions and consequently inducing conformational changes resulting in an open chromatin architecture [16]. Furthermore, histone acetylation represents a "histone mark" recognized by specific proteins such as bromo domain-containing proteins, whose interaction with the modified chromatin leads to a cascade of additional modifications often culminating in increased transcriptional activity [2–17]. The steady state level of histone lysine acetylation is determined by the opposing activity of two different types of enzymes: histone acetyltransferases (HATs), which use acetyl CoA to transfer an acetyl group to the ε-amino group of the N terminal of histone tails, and histone deacetylases (HDACs) which reverse this modification (Table 4.1) [18].

HATs are often part of large multiprotein complexes, and can be divided into two main groups: type A and type B based on their cellular localization [19]. The type A HATs are nuclear
proteins acetylating both nucleosomal histones and other chromatin-associated proteins, whereas type B HATs are prevalently cytoplasmatic, and acetylate newly synthesized histones not yet deposited into chromatin [19,20].

Type A HATs may be further grouped into at least three different sub-groups based on their sequence homology and conformational structure: GNC5/PCAF family related HATs, MYST-related HATs (MOF (MYST1), HBO1 (MYST2), MOZ (MYST3) KAT6a, MORF (MYST4) KAT6b, Tip60), and p300/CBP family (CREB (cAMP response element binding protein)-binding protein) [19].

The type B HATs share sequence homology with scHat1 [20], the founding member of this type of HATs and have a role in the deposition of histones into the nucleosome through the acetylation of newly synthesized histone H4 at lysine 5 (K5) and lysine 12 (K12) (as well as certain sites within H3) [20]. HATs generally contain multiple subunits and their catalytic activity depends, in part, on the context of the other subunits in those complexes [19].

HDACs are also part of large multiprotein complexes and comprise a family of 18 genes subdivided into four classes on the basis of their sequence homology to ortholog yeast proteins, subcellular localization and enzymatic activities (Table 4.1) [21,22]. Of these classes, class I, II, and IV have in common a zinc (Zn)-dependent enzymatic activity [23], while class III (or Sirtuins from the homology with the yeast Sir2) constitutes a separate, structurally unrelated, nicotinamide adenine dinucleotide (NAD)-dependent subfamily [24,25]. HDAC class I (HDAC1, 2, 3, and 8) are nuclear proteins with homology to the yeast RPD3 protein and are ubiquitously expressed in various human cell lines and tissues [21]. HDAC class II is constituted by large proteins with homology to the Hda1 yeast protein and shuttle between the cytoplasm and the nucleus. They can be subdivided into class IIa (HDAC4, 5, 7, and 9) and

| TABLE 4.1 Histone Modifying Enzymes: Histone Acetyltransferases and Histone Deacetylases |
|---|---|---|
| Category | Gene | Histone Specificity |
| **Histone Acetyltransferases** |  |  |
| GNC5/PCAF family | HAT1 | H4 |
|  | Gcn5 | H3/H4 |
|  | PCAF | H3/H4 |
| MYST family | MOF (MYST1) | H4K16 |
|  | HBO1 (MYST2) | H4 > H3 |
|  | MOZ (MYST3) KAT6a | H3 |
|  | MORF (MYST4) KAT6b | H3 |
|  | Tip60 | H4 H2a |
| P300/CBP family | P300 | H2A/H2B/H3/H4 |
|  | CBP | H2A/H2B/H3/H4 |
| **Histone Deacetylases** |  |  |
| HDAC class I | HDAC1, HDAC2, HDAC3, HDAC8 |  |
| HDAC class IIA | HDAC4, HDAC5, HDAC7, HDAC9 |  |
| HDAC class IIB | HDAC6, HDAC10 |  |
| HDAC class IV | HDAC11 |  |
| **HDAC Class III (Sirtuin)** |  |  |
| Sirtuin class I | SIRT1, SIRT2, SIRT3 |  |
| Sirtuin class II | SIRT4 |  |
| Sirtuin class III | SIRT5 |  |
| Sirtuin class IV | SIRT6, SIRT7 |  |
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class IIb (HDAC6 and 10) on the basis of the presence of a double deacetylase domain typical of HDAC6 and HDAC10 [26]. Class IV is represented by a single protein: HDAC11 which is characterized by a deacetylase domain sharing homology with both HDAC class I and class II domains [27].

HDACs, in opposition to the enzymatic activity of HATs, reverse the acetylation of lysine and in so doing, restore the positive charge of the lysine residue. In general, HDACs, as well as the HATs, have relatively low substrate specificity by themselves. In addition, the determination of their specificity is complicated by the fact that these enzymes are present in multiple complexes often including other HDAC family members [21]. For instance, HDAC1 is found together with HDAC2 within the NuRD, Sin3a, and Co-REST complexes and this may lead to changes in their activity/specificities [21]. Removal of acetylation tends to stabilize the chromatin structure and leads to a more closed chromatin conformation which suggests a main, but not exclusive, function of HDACs as transcriptional repressors.

Histone acetylation is almost invariably associated with transcriptional activation [19] and although most of the acetylation sites fall within the N-terminal tail of the histones, which are more accessible for modification, acetylation within the core domain of H3 at lysine 56 (H3K56ac) has also been reported [28]. With respect to the specific role of histone acetylation on gene transcription, gene-specific and global effects can be distinguished [16]. Histone acetylation targeted at specific promoters regulates the transcription of specific genes, whereas, histone acetylation over large regions of chromatin, including coding regions and non-promoter regions, affects global gene expression levels. A characteristic enrichment of histone acetylation at enhancer elements, and particularly in gene promoters, where they presumably facilitate the transcription factor access, has been recently reported [29]. However, genome-wide mapping of HATs and HDACs revealed that the above scenario, linking histone acetylation to transcriptional activation and histone deacetylation to transcriptional repression, is much too simplistic [30]. The study conducted by Zhao and colleagues also revealed a surprisingly strong association of HDACs with active genes. This observation suggests that there are two distinct functions for HDACs on active or primed genes. On active genes, by removing the acetyl group added during transcription, HDACs would reset the elongation of the chromatin for subsequent transcription rounds. In contrast, on primed genes, HDACs would exert a repressive action by maintaining low levels of acetylation, which in turn could prevent pol II binding and gene transcription [30]. The suppression of spurious internal transcription initiation is an additional function of HDACs that is thought to be important to assure accurate gene transcription and maintain chromatin integrity following transcription [31–33]. Seminal studies conducted in yeast have demonstrated the relevant role of Rpd3S deacetylase in inhibiting the assembly of transcription factors at inappropriate or “cryptic” sites within genes and in the suppression of cryptic transcription initiation [31–33].

The role of histone acetylation is not limited to the regulation of gene transcription but extended to additional processes such as nucleosomal assembly, chromatin folding, chromosome condensation, genome stability, DNA duplication and repair [16,28,34]. For instance, a specific role of H4K16 acetylation (H4K16ac) in chromosome condensation [34] and a role of H3K56 acetylation (H3K56ac) in DNA repair and genome stability have been reported [16,28]. The correlation between histone tail acetylation and the timing of replication also strongly supports a critical role of this histone modification in DNA replication [35]. This is further supported by the essential role of ING5–HBO1 acetyltransferase complex in DNA replication [36].

### 4.3.2 Histone Methylation

Histone methylation is a reversible modification mainly occurring on the side chains of both lysines and arginines [37–40]. Methylation is unique among the histone post-translational modifications because up to three methyl groups can be added to a single lysine residue.
creating a total of four different methyl states: un-methylated, mono-, di-, or trimethylated states. Furthermore, arginine residues can undergo both monomethylation and dimethylation, with the latter in a symmetric or asymmetrical configuration [37–40]. Histone methylation, in contrast to acetylation and phosphorylation, does not alter the charge of the histone tails but influences the basicity and hydrophobicity and consequently the affinity of certain molecules such as transcription factors toward DNA [38,41,42]. Histone methylation on lysine and arginine is mediated by histone lysine methyltransferases (HMTs) (Table 4.2) [38, 43] and protein arginine methyltransferases (PRMTs) (Table 4.2) [37,44], respectively, and these enzymes transfer a methyl group, from the cofactor S-adenosyl-L-methionine to either the ε-amino group of lysine or to the guanidino group of arginine.

HMTs have been grouped in two main different classes: lysine-specific SET domain containing histone methyltransferases, characterized by a 130-amino-acid catalytic domain known as SET (Su(var), Enhancer of Zeste, and Trithorax), and the non-SET-containing lysine methyltransferases [45]. Remarkably, all the known HMTs have a SET domain harboring the enzymatic activity with the exception of DOT1, that methylates lysine-79 within the core domain of H3 only in nucleosomal substrates and not in free histones [46]. The SET domain containing HMTs catalyze mono-, di-, and trimethylation of their target lysine residue localized on histone tails and are classified into six subfamilies: SET1, SET2, SUV39, EZH, SMYD, and PRDM. Of note, a small number of SET-containing HMTs that do not fall into the above six subfamilies due to an absence of conserved sequences flanking their SET domains include Set8/PR-Set7, SUV4-20H1, and SUV4-20H2, Set7/9, as well as MLL5, RIZ (retinoblastoma protein-interacting zinc-finger) and SMYD3 (SET- and MYND-domain containing protein 3) [43].

HMTs, in contrast to HATs and HDACs, which can be promiscuous in their histone substrate specificity, typically show a high degree of specificity toward their histone targets (Figure 4.2) [38,43] and are able to recognize and modulate different degrees of methylation on the same lysine (i.e. mono- vs. di- and tri-methylation) [2,42].

PRMTs proteins, characterized by a common catalytic methyltransferase domain and unique N-terminal and C-terminal regions, are divided into two different classes: type I and type II [37,44]. The type II enzymes (PRMT 5, 7, and 9) catalyze mono- and disymmetric methylation of the arginines (R), whereas, the formation of mono- and di-asymmetric tails is achieved by type I enzymes (PRMT 1–4, 6, and 8). All the PRMTs transfer methyl group to several substrates but PRMT1, 4, 5, and 6 are the most relevant enzymes with respect to histone arginine methylation [37,44].

In addition, within the family of PR domain-containing proteins (PRDMs) [47], PRDM2 (RIZ1) and PRDM6 have been shown to have intrinsic methyltransferase activity toward lysine residues, such as lysine 9 of histone H3 (H3K9) and lysine 20 of histone H4 (H4K20) [48,49].

Prior to recent identification of numerous proteins involved in histone demethylation, a single mechanism of arginine deimination has been described. This mechanism is catalyzed by peptidylarginine deiminase 4 (PAD4) [50,51] and characterized by the conversion of the arginine to citrulline via a deamination reaction [50,51]. The identification of this mechanism was the first demonstration of the reversibility of the histone methylation mark, although representing deimination (that is, a further modification of the methylated residue) rather than a direct reversion of methylation [51]. Over the last few years several “bona fide” histone demethylases, able to revert both lysine and arginine methylation, have been identified (Table 4.2) [51–54].

Lysine demethylating enzymes have been subdivided into two main families: KDM1 (lysine (K) demethylase 1) family which are FAD-dependent amine oxidases, acting only on mono- and dimethylated lysine [55], and the JMJC domain contain proteins which are Fe(II) and 2-oxoglutarate-dependent enzymes able to remove all methylation states (Table 4.2) [54]. The
## TABLE 4.2 Histone Modifying Enzymes: Histone Lysine Methyltransferases, Histone Lysine Demethylases and Histone Arginine Methyltransferases

<table>
<thead>
<tr>
<th>Category</th>
<th>Gene</th>
<th>Histone Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Histone Lysine Methyltransferases</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SUV39-H1/KMT1A</td>
<td>H3K9me 2,3</td>
<td></td>
</tr>
<tr>
<td>SUV39-H2/KMT1B</td>
<td>H3K9me 2,3</td>
<td></td>
</tr>
<tr>
<td>G9a/KMT1C</td>
<td>H3K9me 1,2</td>
<td></td>
</tr>
<tr>
<td>EuHMTase/GLP/KMT1D</td>
<td>H3K9me 1,2</td>
<td></td>
</tr>
<tr>
<td>ESET/SETDB1/KMT1E</td>
<td>H3K9me 2,3</td>
<td></td>
</tr>
<tr>
<td>CLL8/KMT1F</td>
<td>H3K9me</td>
<td></td>
</tr>
<tr>
<td>MLL1/KMT2A</td>
<td>H3K4me1,2,3</td>
<td></td>
</tr>
<tr>
<td>MLL2/KMT2B</td>
<td>H3K4me1,2,3</td>
<td></td>
</tr>
<tr>
<td>MLL3/KMT2C</td>
<td>H3K4me1,2,3</td>
<td></td>
</tr>
<tr>
<td>MLL4/KMT2D</td>
<td>H3K4me1,2,3</td>
<td></td>
</tr>
<tr>
<td>MLL5/KMT2E</td>
<td>H3K4me</td>
<td></td>
</tr>
<tr>
<td>hSET1A/KMT2F</td>
<td>H3K4me1,2,3</td>
<td></td>
</tr>
<tr>
<td>hSET1B/KMT2G</td>
<td>H3K4me1,2,3</td>
<td></td>
</tr>
<tr>
<td>ASH1/KMT2H</td>
<td>H3K4</td>
<td></td>
</tr>
<tr>
<td>SET2/KMT3A</td>
<td>H3K4</td>
<td></td>
</tr>
<tr>
<td>NSD1/KMT3B</td>
<td>H3K3me 6 2,3</td>
<td></td>
</tr>
<tr>
<td>NSD2</td>
<td>H3K36me3</td>
<td></td>
</tr>
<tr>
<td>NSD3</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>SMYD1</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>SMYD2/KMT3C</td>
<td>H3K36me 2, H3K4me</td>
<td></td>
</tr>
<tr>
<td>SMYD3</td>
<td>H3K4me 2,3</td>
<td></td>
</tr>
<tr>
<td>DOT1L/KMT4</td>
<td>H3K79</td>
<td></td>
</tr>
<tr>
<td>PR-SET7—8/KMT5A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SUV4—20H1/KMT5B</td>
<td>H4K20me 2,3</td>
<td></td>
</tr>
<tr>
<td>SUV4—20H2/KMT5C</td>
<td>H4K20me 2,3</td>
<td></td>
</tr>
<tr>
<td>EZH2/KMT6</td>
<td>H3K27me3</td>
<td></td>
</tr>
<tr>
<td>EZH1</td>
<td>H3K27me 2,3</td>
<td></td>
</tr>
<tr>
<td>SET7—9/KMT7</td>
<td>H3K4 1</td>
<td></td>
</tr>
<tr>
<td>RIZ1/KMT8</td>
<td>H3K9me</td>
<td></td>
</tr>
<tr>
<td><strong>Histone Lysine Demethylases</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSD1/KDM1A</td>
<td>H3K4me1/2, H3K9me1/2</td>
<td></td>
</tr>
<tr>
<td>LSD2/KDM1B</td>
<td>H3K4me1/2, H3K9me1/2</td>
<td></td>
</tr>
<tr>
<td>KDM2 cluster</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FBXL11A/JHDM1A/KDM2A</td>
<td>H3K36me 1/2</td>
<td></td>
</tr>
<tr>
<td>FBXL10B/JHDM1B/ KDM2B</td>
<td>H3K36me 1/2</td>
<td></td>
</tr>
<tr>
<td>KDM3 cluster</td>
<td></td>
<td></td>
</tr>
<tr>
<td>JMJD1A/JHDM2A/ KDM3A</td>
<td>H3K9me1/2</td>
<td></td>
</tr>
<tr>
<td>JMJD1B/JHDM2B/ KDM3B</td>
<td>H3K9me</td>
<td></td>
</tr>
<tr>
<td>KDM4 cluster</td>
<td></td>
<td></td>
</tr>
<tr>
<td>JMJD2A/JHDM3A/ KDM4A</td>
<td>H3K9/ K36me2/3</td>
<td></td>
</tr>
<tr>
<td>JMJD2B/ KDM4B</td>
<td>H3K9/ K36me2/3</td>
<td></td>
</tr>
<tr>
<td>JMJD2C/GASC1/KDM4C</td>
<td>H3K9/ K3K36me2/3</td>
<td></td>
</tr>
<tr>
<td>JMJD2D/KDM4D</td>
<td>H3K9me2/3</td>
<td></td>
</tr>
<tr>
<td>KDM5 cluster</td>
<td></td>
<td></td>
</tr>
<tr>
<td>JARID1A/RBP2/KDM5A</td>
<td>H3K4me2/3</td>
<td></td>
</tr>
<tr>
<td>JARID1B/PLU1/KDM5B</td>
<td>H3K4me1/2/3</td>
<td></td>
</tr>
<tr>
<td>JARID1C/SMCX/ KDM5C</td>
<td>H3K4me2/3</td>
<td></td>
</tr>
<tr>
<td>JARID1D/SMCY/ KDM5D</td>
<td>H3K4me2/3</td>
<td></td>
</tr>
<tr>
<td>KDM6 cluster</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UTX/KDM6A</td>
<td>H3K27me 2/3</td>
<td></td>
</tr>
<tr>
<td>JMJD3/KDM6B</td>
<td>H3K27me 2/3</td>
<td></td>
</tr>
<tr>
<td>KDM7</td>
<td>H3K9me1/2, H3K27me1/2</td>
<td></td>
</tr>
<tr>
<td>KDM8</td>
<td>H3K36me2</td>
<td></td>
</tr>
<tr>
<td>PFH8</td>
<td>H3K9me1/2, H4K20me</td>
<td></td>
</tr>
<tr>
<td><strong>Arginine Methyltransferases</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRMT type I</td>
<td>PRMT1, PRMT3, PRMT4,</td>
<td>H4 mono di-symmetric</td>
</tr>
<tr>
<td></td>
<td>PRMT6, PRMT8</td>
<td></td>
</tr>
<tr>
<td>PRMT type II</td>
<td>PRMT5, PRMT7, PRMT9</td>
<td>H4 mono di-symmetric</td>
</tr>
<tr>
<td>Not defined</td>
<td>PRMT2, PRMT10, PRMT11</td>
<td></td>
</tr>
</tbody>
</table>
JMJC domain-containing proteins, comprising 25 proteins of which 15 have confirmed demethylase activity, are divided into subfamilies based on sequence similarity: KDM2 (FBXL), KDM3 (JMJD1), KDM4 (JMJD2/JHDM3), KDM5 (Jarid1), KDM6 (UTX/JMJD6), and Jumonji clusters [54].

The jumonji protein JMJD6 is, at the moment, the only known enzyme able to demethylate arginine (R) 2 and 3 specifically on histones H3 (H3R2) and H4 (H4R3) [56]. However, due to the low catalytic rate observed for this enzyme, it is currently unclear whether this reaction actually occurs physiologically or whether there are, as yet, uncharacterized arginine demethylases that perform this function in cells. As with the lysine methyltransferases, the histone demethylases possess a high level of substrate specificity with respect to their target lysine and appear sensitive to the degree of lysine methylation (Figure 4.2). The substrate specificity of histone demethylase can be further influenced by the association of additional proteins. For example the specificity of KDM1A for H3K9 when in complex with steroid receptors changes to H3K4 when the protein is in a complex with Co-Rest [57]. Interestingly, this substrate switching also correlates with a switching of the role of KDM1A from activator to repressor of gene transcription [57].

Histone methylation represents a mechanism of “marking” the histone in order to recruit several effector proteins with recognition domains specific for different methylated lysine residues [58]. For instance, plant homeodomain (PHD) of bromodomain-PHD transcription-factor (BPTF) binds to H3K4 trimethylated/dimethylated (H3K4me3/me2) and recruits the nucleosome remodeling factor (NURF) complex to the target gene leading to gene activation [59]. In contrast, the chromodomain of heterochromatin protein 1 (HP1) binds H3K9 trimethylated (H3K9me3) leading to heterochromatin formation and gene silencing [60].

In contrast to acetylation, which is generally associated with transcriptional activation, histone lysine methylation correlates with either an activation or a repression of transcription.
depending both on the methylated site and the degree of methylation [41,42]. A better understanding of the organization and the complexity of histone methylation and acetylation has come from the generation of high-resolution, genome-wide maps of the distribution of histone lysine and arginine methylations [61] as well as from the analysis of combinatorial pattern of histone acetylation and methylation [29]. These works [29,61] led to the identification of distinct and combinatorial patterns of histone marks at different genomic regions including promoters, insulators, enhancers, and transcribed regions. More importantly, these analyses have highlighted the cooperative manner in which diverse modifications can act to globally regulate gene expression. For instance, these studies clearly demonstrated the association of methylation of histones H3K9, H3K27, and H4K20 with gene silencing, as well as the link between active gene transcription and H3K4, H3K36, and H3K79 methylation. Interestingly, a strict equilibrium between methylation of H3K4 which activates transcription and methylation of H3K27, which represses transcription, was recently reported to be important in the activity of “stemness” transcription patterns to maintain pluripotency of embryonic stem cells [62].

4.3.3 Histone Phosphorylation

Phosphorylation of histones, like the other histone modifications, is a highly dynamic process specifically characterized by the addition of a phosphate group from ATP to the hydroxyl group of the target amino acid side chain of several and different residues within histone tails. The addition of phosphate and hence negative charge is able to modify the chromatin structure and in so doing, is able to influence interactions between transcription factors and other chromatin components [63,64]. Histone phosphorylation takes place on serine (S), tyrosine (Y), and threonine (T), with the large majority of histone phosphorylation sites being found within the N-terminal tails and only a very few examples, such as H3Y41, are found within the histone core [63,65]. Distinct phosphorylation patterns of histones have been linked to several cellular processes [63,64]. The contribution and interdependency of cross-talk between histone phosphorylation and other histone modifications is important in defining the role of histone phosphorylation. This is clearly seen in the interdependency of histone acetylation and methylation on phosphorylation of histone H3 and vice versa [66]. A well-characterized case of this interdependency is the phosphorylation of H3 at S10 which, to facilitate gene transcription, enhances H3K14 acetylation and H3K4 methylation and simultaneously inhibits H3K9 methylation [66]. Conversely, the methylation of H3K9 interferes with H3S10 phosphorylation [66]. As with acetylation and methylation, histone phosphorylation represents a histone mark recognized by specific ancillary proteins which in this case comprise the 14-3-3 protein family [67,68]. Several distinct histone kinases and histone phosphatases have been identified (Table 4.3) [63,64]. For example, phosphorylation of histone H2AX (a variant of histone H2A), induced by a DNA-damage signaling pathway is dependent on phosphatidylinositol-3-OH kinases (PI3Ks) such as ATM, ATR, and DNA-PK [69]. Histone H2B phosphorylation at S14, catalyzed by Mst1 (mammalian sterile-20-like kinase), has a role in the induction of apoptosis [70]. Phosphorylation of histone H3 at S10 and S28, associated with the seemingly contrasting functions of chromatin condensation and transcriptional activation, is due to the catalytic activity of aurora kinase family and primarily to aurora-B activity [71–73]. Other kinases mediating the phosphorylation of histone H3S10 and regulating gene expression have been identified in the MSK/RSK/jil-1 family [73]. Haspin has recently been identified as the kinase responsible for the phosphorylation at H3T3, an event required for normal metaphase chromosome alignment [74], while Dlk/ZIP kinase (Dlk: Death-associated protein (DAP)-like kinase, ZIP: Zipper interacting protein kinase) is the enzyme responsible for phosphorylation of H3T11 during mitosis [75]. Recently, Chk1 has been identified as another histone kinase that regulates DNA damage-induced transcriptional repression through the phosphorylation of H3T11 [76]. Ribosomal S6 kinase 2 (RSK2) appears to be the main kinase that catalyzes the phosphorylation of H2BS32 and H2AX [77,78]. JAK2 is the kinase responsible for
phosphorylation of H3Y41 [65] and in doing so determines the release of the transcriptional repressor heterochromatin protein 1α (HP1α) from chromatin [65].

Little is known about the role of protein phosphatases in regulating the dephosphorylation of histones. Protein phosphatase 1 (PP1) appears to be involved in the dephosphorylation of H3S10 and H3S28 [73,74]. Protein phosphatase 2 (PP2A) is responsible for the dephosphorylation of H2AX after DNA repair [79,80] and Protein phosphatase γ (PPγ) is involved into dephosphorylation of H3T11 after DNA damage [81].

### 4.3.4 Histone Ubiquitination

Histone ubiquitination differs substantially from the other modifications, since it is a very large modification with the ubiquitin moiety comprising of a 76-amino-acid polypeptide [82]. Histone ubiquitination is a reversible modification whose steady state is determined by two enzymatic activities involved in addition and removal of the ubiquitin moiety from histones [39]. Histone ubiquitination, occurring in human mainly on histone H2A at lysine 119 (H2AK119ub1) and histone H2B at lysine 120 (H2BK120ub1), is catalyzed by the formation of an isopeptide bond between the carboxy-terminal glycine of ubiquitin and the ε-group of a lysine residue on carboxyterminal tail of the histones. This bond is the result of the sequential catalytic actions of E1 activating, E2 conjugating, and E3 ligase enzymes with the E3 ligases responsible for specific recognition and ligation of ubiquitin to its substrates [39,82,83]. Substrates can be both poly- and monoubiquitinated. Polyubiquitination creates an irreversible signal for proteosomal-mediated degradation whilst monoubiquitination generates a regulatory signal which can be reversed by the action of ubiquitin-specific proteases called

<table>
<thead>
<tr>
<th>TABLE 4.3 Histone-Modifying Enzymes: Kinases, Phosphatases, and Ubiquilases</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Category</strong></td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td><strong>Kinases</strong></td>
</tr>
<tr>
<td>AURORA-B</td>
</tr>
<tr>
<td>MST1</td>
</tr>
<tr>
<td>ATM, ATR, DNAPK.</td>
</tr>
<tr>
<td>MSK-RSK</td>
</tr>
<tr>
<td>HASSPIN</td>
</tr>
<tr>
<td>DLK/ZIP</td>
</tr>
<tr>
<td>CHK1</td>
</tr>
<tr>
<td>JAK2</td>
</tr>
<tr>
<td><strong>Phosphatases</strong></td>
</tr>
<tr>
<td>PP1</td>
</tr>
<tr>
<td>PP2A</td>
</tr>
<tr>
<td>PPγ</td>
</tr>
<tr>
<td><strong>Ubiquilases</strong></td>
</tr>
<tr>
<td>E2 and E3 ligases</td>
</tr>
<tr>
<td>RNF20 (E3 ligase)</td>
</tr>
<tr>
<td>RING1B, 2A-HUB (E3 ligases)</td>
</tr>
<tr>
<td>RNF8 (E3 ligase)</td>
</tr>
<tr>
<td>Dubs</td>
</tr>
<tr>
<td>USP16</td>
</tr>
<tr>
<td>USP16</td>
</tr>
<tr>
<td>USP3</td>
</tr>
<tr>
<td>USP7</td>
</tr>
<tr>
<td>BRCC36</td>
</tr>
</tbody>
</table>
deubiquitinating enzymes [39,82,83]. Histone ubiquitination occurs largely in the mono-ubiquitinated form and correlates with active and open chromatin, although histone ubiquitination has been linked with both transcriptional activation and silencing depending on the genomic context [39,84,85]. Furthermore, a role of monoubiquitination at histone H2A linked to DNA repair mechanism has been reported [86]. Interestingly, conjugation of a single ubiquitin moiety to histone H2A results in a significantly different outcome when compared to the addition of ubiquitin to H2B. H2A ubiquitination, being associated predominantly with transcriptional repression, may be considered a repressive mark whilst H2B ubiquitination appears to be involved both in transcriptional activation and gene silencing [84–90]. The role of histone ubiquitination in transcriptional control is due to both a direct effect of histone H2B ubiquitination on RNA polymerase II transcription elongation [85–87] and to the cross-talk with other histone modifications [39,84,88–90]. Several data have demonstrated the ability of histone H2B ubiquitination to directly promote accurate and efficient RNA pol II transcription affecting nucleosomal dynamics [85–87]. Further, in the context of trans-histone cross-talk, it is well documented that the monoubiquitination of H2B is required for lysine methylation of histone H3K4 whilst this methylation is inhibited by the monoubiquitination of H2A [39,84,88–90]. The possible molecular mechanisms linking histone ubiquitination to transcriptional regulation are at least two. One mechanism envisages that the addition of a large macromolecule, such as ubiquitin, to a histone tail would lead to a modification of the higher-order chromatin structure. The other one suggests that ubiquitination represents a signal for successive histone modifications, and/or a signal for recruitment of other proteins to the chromatin. For example, recent evidence obtained using chemically modified histones, demonstrated that H2B monoubiquitination, in contrast to H2A ubiquitination, had a clear impact on chromatin organization by inhibiting both nucleosome-array folding as well as interfiber oligomerization [90].

Table 4.3 lists some of the enzymes involved in this modification. The E2 conjugating enzymes hHR6A/hHR6B and the E3 ligases, RNF20, are responsible of H2B ubiquitination in cells [91–94]. Ring1B and 2A-HUB are the E3 ligase responsible of H2A ubiquitination [95,96], whilst RNF8 is E3 ligase responsible for monoubiquitination of H2A during DNA repair [97,98]. The deubiquitinating enzyme (Dubs) USP22, as a component of hSAGA complex, is involved in the deubiquitination of both H2B and H2A [99–101]. USP22 is required for the transcription of cell cycle genes and target genes regulated by the Myc oncoprotein whereby it is recruited to specific target gene loci [99–101]. In addition, Ubp-M (USP16) and 2A-DUB (MYSM1) have also been implicated in the deubiquitination of H2B [102], whilst recently USP3 [103] and USP7 [104] have been suggested to be involved in the deubiquitination of both H2B and H2A in human cells. BRCA1-containing complex (BRCC36) appears to be the DUB responsible for the deubiquitination of H2AX [105].

### 4.3.5 Mode of Action of Histone Modifications

The molecular mechanisms underlying the function of each individual histone modification can be generalized into two categories: "cis" and "trans" mechanisms [106]. The *cis* mechanism, for which histone acetylation and phosphorylation represent the best examples, corresponds to alterations of intra- and inter-nucleosomal contacts via changes of steric or charge interactions, influencing chromatin structure [106]. The *trans* mechanism is characterized by the involvement of non-histone protein "readers" that bind to specific histone modifications giving rise to functional consequences [107]. As anticipated, the *cis* mechanism is responsible for a direct structural perturbation of the chromatin. Explicative of this is the case of acetylation that, by reducing the positive charge of histones, disrupts the electrostatic interaction between histones and DNA, and in so doing influences chromatin organization [2,106].

The enrichment of multiple histone acetylation sites on regions involved in active transcription, such as gene promoters, represents a striking example of the *cis* mechanism [29].
fundamental role of the H4K16 acetylation in the control of the chromatin structure demonstrates that a single modification site can also have a strong impact on chromatin organization and reveals that the presence of multiple acetylation sites is not necessary to invoke gross structural changes in chromatin [31]. Similarly, conjugation with ubiquitin can cause direct structural perturbations in chromatin. The ubiquitination of histone H2B has been shown to disrupt compaction of local and higher-order chromatin [90]. In the trans mechanism, histone modifications represent a mark for the recruitment of so-called “chromatin readers” [108–110]. These proteins are characterized by recognizing specific histone modifications and include bromodomain proteins that recognize lysine acetylation [111], the “Royal super family” comprising chromodomain, Tudor, PWBP, and MBT domain that recognize histone lysine methylation [108–113], and PHD fingers protein [111]. Additional histone modification “readers” include the 14-3-3 sigma protein which recognized histone phosphorylation [68] and MDC1 which contains tandem BRCT domains that bind to γH2AX, the DSB-induced phosphorylated H2A variant [114].

Interestingly, within the group of methyl lysine binders the same modified site can be recognized by different domains. For example, trimethylation of H3K4 binds both the tandem chromodomains within CHD1 and the tandem Tudor domains within JMJD2A [115,116]. In some cases, the chromatin reader proteins can also simultaneously bind different histone modifications, as in the case of the L3MBTL1 protein simultaneously binds to mono/dimethylated lysine 20 of histone H4 (H4K20me1/2) and mono/dimethylated lysine 26 of histone H1B (H1BK26me1/2), and in so doing compacts nucleosomal arrays bearing the two histone modifications [117]. Not only can histone modifications generate a platform for “reader” recruitment but they can also disrupt interactions between histones and “readers”. For example, H3K4me3 can prevent the NuRD complex from binding to the H3 N-terminal tail [118], as well as prevent binding of the PHD finger of DNMT3L to the H3 tail [119].

The functional consequences of histone modifications can be of two different types: establishment of global chromatin environments and orchestration of DNA-based biological tasks such as transcription, chromosome condensation, DNA replication, and repair [106,107]. Histone modifications contribute to the establishment of the global chromatin environment by arranging the genome into distinct domains. For example, euchromatin, where DNA is kept “accessible” for transcription and heterochromatin, where chromatin is maintained “inaccessible” for transcription [106,107,120]. Euchromatin is typically enriched in acetylated histones and methylation of H3K4, H3K36, and H3K79, whilst heterochromatin is characterized by histone hypoacetylation, a high level of methylation on H3K9, H3K27, and H4K20 and association of heterochromatin protein-1 (HP1) [121,122]. Histone modifications coordinate chromatin folding to facilitate the execution of specific functions [106,107]. Generally, for transcription, histone modifications can be divided into those correlating with activation and those correlating with repression. However, under specific conditions, certain types of modification have the potential to either activate or repress transcription [2,106,107]. For example, acetylation, methylation, phosphorylation, and ubiquitination have all been implicated in activation of transcription [123], whereas methylations and ubiquitination have also been implicated in repression [123]. These functions can be both local, as in the case of regulation of specific gene transcription, and genome wide as in the case of DNA replication, and chromosome condensation [2,104].

An important feature is that histone modifications have both short- and long-term functional effects [123]. An example of the short-term effect can be seen by the rapid and cyclic changes in histone modifications associated with transcription in response to external stimulation [124]. In this case, histone modifications on chromatin are the endpoint of a signaling pathway that corresponds to a mechanism through which the genome responds to external stimuli. An example of the longer-term effects of histone modification on genomic function is evident in
the definition and maintenance of chromatin structures throughout the cell cycle [125]. Histone modifications having the longest effect are related to modification of heterochromatin. Constitutive heterochromatin is characterized by a specific pattern of histone modifications including an enrichment of trimethylation of H3K9 and H4K20 and a depletion of overall acetylation [121,122]. Similarly, facultative heterochromatin, as observed in the inactive X chromosome of females, is characterized by the loss of H3K4 methylation and an increase in H3K27 methylation [126].

4.3.6 Histone Cross-Talk

Histone modifications do not necessarily act on a stand-alone basis and frequently cross-talking interactions are in place as a mechanism of signaling integration [2,107,127]. Histone cross-talk occurs on single and multiple histone tails and between histones within the same or in different nucleosomes [127–129]. A first level of cross-talk can be identified in the mutually exclusive antagonism between different types of modifications, such as acetylation and methylation, occurring on the same lysine residue. Another level corresponds to the interdependency between different modifications. A good example of histone trans-tail cross-talk, reported for the first time in yeast [130,131], is represented by the prerequisite of ubiquitination of H2BK123 for H3K4 methylation, leading to the silencing of genes located near chromosome telomers [130,131]. An additional example of this trans-histone tail cross-talk is the dependency of H3K4 methylation by sCOMPASS and H3K79 methylation by scDot1 on the ubiquitylation of H2BK123 by scRad6/Bre1 [132]. Interestingly, this mechanism is conserved in humans [133]. Furthermore, adjacent modifications can influence each other as in the case of HP1 binding to H3K9 methylation being affected by the presence of an adjacent phosphorylated H3S10 [134]. Additionally, the catalytic activity of an enzyme could be influenced by modification of its substrate recognition site, for example the isomerization of H3P38 can influence the ability of Set2 to methylate H3K36 [135].

Similarly, the efficiency of substrate recognition by an enzyme could be different in the context of an additional modification as demonstrated by higher efficiency of H3 recognition by GCN5 acetyltransferase in the presence of H3S10 phosphorylation [136]. A further level involves a cooperative mechanism between some modifications to recruit specific factors, an example of which is the involvement of H3K9 and H3K14 acetylation in the recruitment of PHF8 to methylated H3S10 [110].

Equally important in the fine tuning control of chromatin organization is the interplay between the histone modifications, DNA methylation [137,138] and ATP-dependent chromatin remodeling [139]. The large number of histone modifications and the possible interplay between them led to the proposition of the so-called "histone code hypothesis" in which "multiple histone modifications, acting in a combinatorial or sequential fashion on one or multiple histone tails, specify unique downstream functions" [140,141]. This hypothesis led the scientific community to adopt some metaphors to describe it such that the code is written by some enzymes ("writers"), removed by others ("erasers"), and is readily recognized by proteins ("readers") recruited to modifications through the binding of specific domains.

Independently of the debate on the accuracy of considering the cross-talk between histone modifications as a histone code rather than an epigenetic code or a language of histone cross-talk [142,143], it is evident that the dynamic plasticity of chromatin, necessary for the control of cellular processes, represents the end point of a fine-tuning mechanism that involves the concerted action of the histone modifications together with the actions of DNA and chromatin remodeling proteins.
4.4 HISTONE MODIFICATIONS AND CANCER

Epigenetic alterations have been known to occur in cancer cells for decades. In fact, aberrant DNA methylation was described as an early event in tumorigenesis, although only recently was recognized to play a causal role, and not just an unwanted molecular consequence of the transformation process. With this appreciation, it became clear that other epigenetic modifications, such as histone post-translational changes, are also altered in cancer cells. The first examples of altered patterns of histone modifications in cancer [144,145] were found using different methodologies (liquid chromatography–electrospray mass spectrometry (LC-ES/MS) [146] and immunohistochemical (IHC) analysis [145]). One study showed the global level of trimethylation of H4K20 (H4K20me3) and acetylation of H4K16 (H4K16ac) in several types of cancer cells [144], while another reported the global level of the dimethylation of H3K4 (H3K4me2) and H3R3 (H3R3me2) as well as the level of acetylation of H3K9, H3K18, and H4K12 in primary prostate cancer tissues [145]. An impressive set of data/publications has confirmed and extended those initial studies. A comprehensive analysis of all of the alterations in the histone modification patterns found in cancer cells is prohibitive and beyond the scope of our work. However, we will try to review several cases of well-documented alterations in histone modifications in cancer and discuss their mechanistical implications. For clarity, we will describe separately histone H4 and histone H3 alterations.

4.4.1 Alterations in the Pattern of Histone H4 Modifications

Fraga and colleagues [144] compared histone H4 modifications in normal lymphocytes against several types of cancer cells and reported, for the first time, a globally lower level of both trimethylation of H4K20 (H4K20me3) and acetylation of H4K16 (H4K16ac) in cancer tissues, which was further validated in an analysis of primary tumors versus their normal counterpart [144]. Interestingly, the reduction of both histone modifications correlated with DNA hypomethylation at repetitive DNA sequences and with silencing of the promoter of tumor suppressor genes such as CDKN2A, BRCA1, and MLH1 [144]. In the same study, using a well-recognized model of tumor progression (the mouse multistage skin carcinogenesis model), the authors reported that the loss of those two histone modifications occurred progressively from the first stage of carcinogenesis, represented by benign papilloma, to the most malignant stage [144]. The progressive loss of H4K20me3 has been subsequently observed in additional animal models of carcinogenesis [146], including estradiol-induced mammary carcinogenesis in rats [147], and then reinforced by several studies performed on tissues derived from different cancer patients [148–152]. An aberrant pattern of histone H4 modifications, characterized by hypoacetylation of H4K12/H4K16, a loss of H4K20me3, and hyperacetylation of H4K5/H4K8, has been reported in a study conducted on non-small-cell lung cancer (NSCL) patients [148]. Loss of H4K20me3 in this case also represents an early event in tumorigenesis that was already present in early lesions and that becomes more evident during the sequential progression of disease moving from cell hyperplasia to metaplasia, dysplasia, and then to carcinoma in situ [148]. Reduction of H4K20me3 was more frequent in squamous cell carcinomas (67%) compared to adenocarcinomas (27%), whilst H4K16ac was more homogeneously reduced in the two histological types [148]. In lung adenocarcinomas, the observed down-regulation of H4K20me3 correlated with prognosis and permitted the identification of two populations of stage I tumor samples with distinct clinical outcome where a longer survival was observed in patients having higher levels of H4K20me3 [148]. Interestingly, loss of H4K20me3 correlated with decreased expression of a specific H4K20 trimethyltransferase, Suv4-20h2 [148]. Similar findings were also obtained in an experimental model of hepatocarcinogenesis induced by methyl deficiency in rats, strengthening the link between the two events [153]. In ovarian cancer, a significant correlation between H4K20me3 loss and an increase in malignancy has been observed by an IHC analysis conducted on normal ovarian epithelium, ovarian adenomas, and ovarian epithelial carcinomas [149]. In addition, in breast cancer, reduced levels of both H4K20me3 and H4K16ac correlated well
with tumor grade, progression of disease, and with worse prognosis [150]. Similarly, a progressive loss of H4K16ac and H4K20me3 has been reported from low- to high-grade lung neuroendocrine tumors, reflecting both the degree of differentiation and the proliferation rate of the tumors [151]. In bladder cancer [152], IHC analysis of the global expression levels of different histone modifications (H3K4me1, H3K4me3, H4K20me1, H4K20me2, and H4K20me3), generally confirmed a correlation between cancer progression and a progressive decrease of histone modification levels. However, increased H4K20me3 correlated with worse prognosis [152]. Therefore, changes in H4K20 methylation levels appear to be frequently associated with chromatin alterations in cancer cells, but the precise significance of this finding is not necessarily consistent from cancer to cancer, excluding a simple interpretation of this phenomenon.

Other histone H4 modifications have been found associated with cancer cells. As mentioned above, H4K16 hypoacetylation correlates with worse prognosis in breast cancer and medulloblastoma [150,154]. In breast cancer, a study conducted on a very large dataset of patients revealed low or absent acetylation of H4K16 in the majority of analyzed cases and a strong correlation with clinico-histological features such as tumor grade, vascular invasion, and prognosis [150]. In medulloblastoma patients, a concurrent analysis of H4K16 acetylation and of the acetylase responsible for the modification (hMOF), demonstrated that the hypoacetylation of H4K16 in primary medulloblastomas, compared to normal tissues, correlated well with a reduction in hMOF and poor prognosis [154].

H4K12 acetylation (H4K12ac) is another histone H4 modification found altered in cancer [145,148,155,156]. A good correlation between hypoacetylation of H4K12, tumor grade, and cancer recurrence has been reported in prostate cancer patients [145]. In this cancer type, the prognostic value of H4K12ac was independent of tumor stage. If measured together with H3K9 and H3K18 acetylation, H4K12 acetylation permitted the clustering of low-grade prostate cancer cases (Gleason 6 or less) into two prognostically separate groups [145]. This finding highlights another important principle (see also below): it will require an integrated analysis of the different histone modifications to reveal complex histone patterns that will lead to a more consistent “epigenetic” classification of cancer types rather than a single histone modification which will only provide partial information.

A general decrease in H4K12ac has been reported in lung cancer, predominantly in adenocarcinoma patients [148]. In addition, a correlation between H4K12 hypoacetylation and tumor grade has been reported for colorectal cancer [155]. Hypoacetylation of H4K12 is also observed in aggressive breast carcinomas including basal carcinomas and HER-2-positive tumors [150]. Histone H4 and tubulin acetylation has been analyzed in breast cancer patients at different stages with a lower level of H4K12 acetylation being observed in both ductal carcinomas in situ (DCIS) and invasive ductal carcinoma (IDC) relative to synchronous normal breast epithelium [156]. A greater reduction in acetylation was seen in high-grade IDC versus low/intermediate-grade, ER-negative versus ER-positive, and PR-negative versus PR-positive tumors. Unexpectedly, the observed gradual loss of H4K12ac occurred in the context of a parallel reduction in the expression of HDAC1, 2 and HDAC6 [156]. Though this observation does not have an explanation so far, it does underline the difficulties in drawing mechanistical conclusions at this stage (discussed below).

Finally, we note that other technical approaches have been attempted to study histone modifications in cancer cells, and may also provide further insights. Cuomo and colleagues comprehensively analyzed post-translational modifications of histone H4 in a panel of breast cancer cell lines, compared to normal epithelial mammary cells combining high-resolution mass spectrometry analysis of histones with stable isotope labeling with amino acids in cell culture (SILAC) [157]. Besides confirming the presence of known alterations in histone H4 modifications (H4K16 hypoacetylation and loss of H4K20me3), a novel alteration was identified in the levels of H4K20me1 [157]. Although, at this stage, this method cannot be
applied to routine clinical samples, it may provide information that can be used for testing with different approaches (such as standard IHC) new candidate markers in patient samples.

### 4.4.2 Alterations in the Pattern of Histone H3 Modifications

A pioneer study by Seligston and colleagues (discussed above for histone H4) highlighted the possibility of using the study of histone modifications as prognostic predictors of clinical outcome [145]. The work characterized by IHC analysis on primary prostate cancer tissue, the levels of acetylation of H3K9, H3K18, and H4K12, and of the dimethylation of H4R3 and H3K4. This work revealed a clear difference in the pattern of modification on histone H3 in tumor versus normal prostate tissue. While no single histone modification analyzed was predictive per se, a more complex pattern obtained combining global histone modifications at multiple sites was able to define the clinical outcome of the analyzed patients: lower levels of modified histones characterized patients with poorer prognosis and with increased risk of tumor recurrence after removal of primary tumor [145]. These observations have been subsequently confirmed and expanded by a larger study reporting low levels of H3K4 monomethylation (H3K4me1), H3K9 dimethylation (H3K9me2), H3K9 trimethylation (H3K9me3), H3 and H4 acetylation in prostate cancer compared to non-malignant prostate tissue [158]. H3K4 dimethylation (H3K4me2) and H3K18 acetylation (H3K18ac), identified as the most predictive histone modifications in prostate cancer, have been further analyzed and their prognostic power has been confirmed in different cancer types [150,159–166]. Low levels of H3K4me2 and H3K18ac correlate with worse prognosis and survival in lung and kidney cancer [159]. In the same study, H3K9me2 alone predicts a poorer prognosis in prostate and kidney cancer [159]. The findings in kidney cancer have been confirmed by another study, in which the analysis of several histone modifications (H3K9ac, H3K18ac, total H3ac, and H4ac) led to the identification of a strong correlation between global level of H3K18 and H3K9 acetylation with cancer progression and worse prognosis [160]. Low levels of H3K4me2, H3K9me2, or H3K18ac have also been identified as significant and independent predictors of poor survival in pancreatic adenocarcinoma patients [161]. In this patient population, the combination of low levels of H3K4me2 and H3K18ac was identified as the most significant predictor of overall survival [161]. Importantly, in this study there was a significant correlation between low levels of H3K4me2 and/or H3K8me2 and a worse overall survival in the subgroup of patients treated with 5-FU, but not in the subgroup of patients treated with Gemcitabine: though not conclusive, this information poses the relevant question about the link between epigenetic pattern of the tumor and the response to treatment [161,162]. The largest correlative study of several histone modifications (H3K9ac, H3K18ac, H4K12ac, and H4K16ac, H3K4me2, and H4K20me3, and H4R3me2), clinicopathologic features and prognosis has been conducted in breast cancer [150]. From this study, beside the data pertaining to the histone H4 modifications discussed above, an additional finding was the correlation between low levels of H3K9 and H3K18 acetylation with high tumor grade and with biological markers such as the absence of steroid receptor expression [150]. In the study there was a strong correlation between low levels of H3K9 and H3K18 acetylation and breast carcinoma with poorer prognosis including basal carcinoma and Her2-positive tumors [150]. In the case of NSCLC patients of early stage (stages I to III), the most significant observation was a correlation between low levels of acetylation of lysine 5 of histone H2A (H2AK5ac) and worse survival for patients with tumor stage II, as well as a correlation between low levels of H3K4me2 and poor prognosis for patients with stage I [163]. In contrast to the data available for prostate, breast, and pancreatic cancer, where there was a poor prognosis [145,150,151], the study showed a correlation between low levels of H3K9 acetylation and better survival [163]. Further, contrasting data for H3K18 acetylation (H3K18ac) have been reported for esophageal and glioma cancer patients [170,171]. Nonetheless, for glioma, the analysis of several histone modifications (H3K9Ac, H3K18Ac, H3K4me2, H4K12Ac, and H4R3Me) confirmed the predictive power of low levels of H3K4me2 for worse survival [165]. In relation
to the modification of additional sites on histone H3, an increased level of H3K56 acetylation correlated with higher grade in many cancer types including thyroid, laryngo-pharynx, colon cancer, and astrocytomas [166]. H3K27 methylation plays an important regulatory role in gene transcription and is found frequently altered in cancer cells compared to normal tissue, although not consistently among the different cancer types [164,167–170].

Low levels of H3K27 trimethylation (H3K27me3) have been reported in breast, ovarian, and pancreatic cancers [167]. In breast cancer, low levels of H3K27me3 correlated with additional prognostic factors such as large tumor size, estrogen receptor-negative and lymph node-positive status, but not with HER-2/Neu status [167]. A similar correlation with high tumor grade was observed in ovarian and pancreatic cancer [167]. Importantly, in all these tumor types, low levels of H3K27me3 correlated with a significantly shorter overall survival time [167]. In contrast with these observations, low levels of H3K27me3 and H3K18ac correlated with an improved prognosis in patients with esophageal squamous cell carcinoma [166,168]. In the case of esophageal squamous cell carcinoma patients treated with chemo/radiotherapy, a higher expression of H3K27me3 correlated positively with expression of the H3K27 methylase EZH2, tumor grade, and worse survival [168]. High levels of H3K27me3 associated with advanced clinical stage and short overall survival have also been reported in nasopharyngeal carcinoma [169] and hepatocellular carcinoma [170].

All of the studies reported above provide a first glimpse of the clinical relevance of the study of altered histone modification patterns in tumors: they are mainly if not exclusively correlative, and have been conducted using methodologies that do not allow a detailed mechanistic analysis of the molecular consequences of the observed alterations. In some cases, a different histone pattern between normal and cancer cell has been reported looking at the level of gene promoter, using chromatin immunoprecipitation-based techniques [171–173]. Interestingly, to our knowledge, little has been done so far to cross these two types of epigenetic analyses (at a more global level and a greater molecular detail) to provide a more refined epigenetic profile of cancer samples; something that is urgently needed.

By applying chromatin immunoprecipitation microarrays, in a comparative study between normal and prostate cancer cells, Kondo and colleagues found that 5% of promoters were enriched with H3K27me3 in cancer cells and that this enrichment corresponded to gene silencing independently of DNA methylation [171]. This effect could be reverted by EZH2 down-regulation [171]. A subsequent genome-wide analysis of H3K4me3 and H3K27me3 in prostate cancer cells and normal epithelial cells confirmed and expanded the observations reported above [172].

As another example of molecular studies, it is worth mentioning a genome-wide chromatin immunoprecipitation study conducted in leukemia patients [173]. The analysis of H3K9me3 revealed a specific H3K9me3 alteration pattern in leukemia patients which was able to distinguish not only normal hematopoietic cells from leukemic blasts, but also acute myeloid leukemia (AML) samples from acute lymphoblastic leukemia (ALL) samples. The analysis led to the identification of a characteristic signature of AML in which a decrease in H3K9me3 levels, occurring mainly at specific promoter regions such as those containing cyclic adenosine monophosphate response elements (CREs), correlated with higher transcriptional activity and most importantly, predicted survival [173].

### 4.5 MECHANISMS UNDERLYING HISTONE ALTERATIONS IN CANCER

An obvious question stemming from the studies summarized above regards the molecular mechanism(s) leading to the global alterations in the pattern of histone modifications observed in cancer cells. As an initial level of analysis, perhaps not surprisingly, it was found that altered expression levels of enzymes that add, remove, or recognize specific histone
modifications can be measured in cancer cells. At a further level of complexity, in some cases, even in the presence of normal levels of those factors, an aberrant recruitment of histone-modifying enzymes at specific chromatin regions could be considered as a determining molecular event (Figure 4.3).

### 4.5.1 Alteration of the Histone Acetylation Network (HATs, HDACs and Sirtuins)

Chromosomal translocations, mutations or simply over-expression involving several HATs (such as E1A-binding protein p300 (EP300), cAMP response element-binding protein (CBP), and enzymes of the MYST family) strongly support the involvement of these enzymes in cancer [174–178]. Several inactivating mutations in p300, correlating with lack of enzymatic activity [177], have been detected in primary solid tumors and tumor-derived cell lines of epithelial origin, hinting at a tumor-suppressive role for the enzyme [177,178]. More intriguingly, in support of the view that p300 can act both as a tumor suppressor and an oncogene, down-regulation of p300 leads to growth inhibition and activation of a senescence checkpoint in human melanocytes [179]. For CBP, several inactivating mutations have been identified in epithelial tumors [180,181]. In AMLs, this enzyme has been found translocated and fused to either the HAT monocytic leukemia zinc finger (MOZ) gene or to the histone methylase MLL (mixed lineage leukemia) [182–184]. A translocation between CBP and a member of the MYST family (MORF), resulting in a fusion protein with two functional HAT domains, has also been reported in some cases of AML [185]. Sequence or deletion mutations of CBP, impairing its acetyltransferase activity, have been reported both
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**FIGURE 4.3**
Histone-modifying enzymes and cancer. Selection of histone modifying enzymes altered in human cancer. This figure is reproduced in the color plate section.
in relapsed acute lymphoblastic leukemia (ALL) and B-cell lymphoma [186,187]. Several other HATs have also been found as altered in cancer. The MOZ gene has been identified as a common retroviral integration site leading to myeloid/lymphoid tumors [188], while hMOF expression appears frequently down-regulated both in primary breast carcinomas and in medulloblastoma [154]. A significant down-regulation of Tip60 expression in colon and lung carcinomas has been reported [189] as well as a link between Tip60 down-regulation and disease progression in colorectal and gastric cancer [190,191]. Monoallelic loss of the enzyme, with concomitant reduction in mRNA levels, has been reported in human lymphomas, head-and-neck and mammary carcinomas [192]. As for many other cases discussed above, up-regulation of Tip60 has been linked to promotion of epithelial tumorigenesis, suggesting that the enzyme can have both oncosuppressive and oncogenic properties [193,194]. A critical point (valid also for the other cases described below) is that there have been few, if any, attempts to correlate these observations with the altered patterns of histone modifications occurring in cancer cells. It is tempting to speculate that crossing these two levels of molecular analyses will lead to the definition of specific molecular lesions in histone-modifying enzymes (such as HATs discussed here) that generate defined alterations in the pattern of histone modifications in cancer cells.

In the case of HDACs, aberrant recruitment of HDAC1, 2 in acute promyelocytic leukemia (APL) represents the first and well-characterized example of the contribution of these families of enzymes in cancer and particularly in hematological malignancies [195–197]. Another example of HDAC-dependent aberrant transcriptional repression can be found in the AML subtype M2, characterized by the presence of the fusion protein AML1-ETO, derived from the (18;21) chromosomal translocation [198]. Similarly to the APL fusion protein, AML1-ETO works as a potent transcription repressor through the interaction with N-CoR and the formation of a complex with N-Cor/Sin3/HDAC1 [199,200]. HDACs are apparently involved in transcriptional repression in the case of leukemia due to inversion of chromosome 16 (8% of AML cases) [201], as well as through the interaction with the over-expressed transcription factor SCL/TAL1 in the development of T-cell acute lymphoblastic leukemia (T-ALL) [202]. An elevated expression of HDAC1, HDAC2, and HDAC6 and a possible correlation between expression levels of HDAC2 and histone H4 acetylation with tumor aggressiveness have been reported for cutaneous T-cell lymphoma patients [203]. Elevated expression of HDACs of class I, except HDAC3, was also reported in patients with primary myelofibrosis as compared to other myeloproliferative diseases or normal volunteers [204]. Moreover, over-expression of HDAC1, HDAC2, and HDAC6 and higher acetylation levels of histone H4 compared to normal lymphoid tissue have been reported in patients with peripheral T-cell lymphoma and diffuse B large cell lymphoma [205].

Over-expression of single HDACs, such as HDAC1, HDAC2, HDAC3, and HDAC6 among others, has also been reported in solid tumors [206]. Furthermore, reduced expression levels of HDAC1 in gastric cancer, and HDAC5 and HDAC10 in lung cancers have been linked with poor prognosis [207,208]. The class III HDAC, SIRT1, has been found up-regulated in murine lung carcinomas, lymphomas, and prostate cancer and in human AMLs, glioblastoma, colorectal, prostate, and skin cancer [208–211].

4.5.2 Alteration of the Histone Methylation Network (HMTs, PRMTs and HDMs)

Similarly to HATs and HDACs, altered expression and/or activity both of HMTs and HDMs, due to genetic mutations or to non-genetic events, has been reported in several cancer types [212,213].

Examining the various HMTs and HDMs, a differential expression profile of the H3K9me3 methyltransferase Suv39h1 (KMT1A) has been found in colorectal cancers versus normal colorectal mucosa [214]. In support of this, double knock-out of Suv39h1 (KMT1A)/Suv39h2
(KMT1B) in mice compromised genomic stability and led to cancer predisposition and lymphoma development as a consequence of a greatly reduced level of methylated histone H3K9 [215]. The most striking example of HMTs involvement in cancer is highlighted by the mixed lineage leukemia gene MLL1 (KMT2A), encoding an H3K4 HMT. Recurrent chromosomal translocations of MLL/KMT2A represent a common and frequent characteristic both in human lymphoid and myeloid leukemia [216,217]. More than 50 functional MLL fusion proteins have been found in approximately 10% of human acute leukemia, which can be defined as AMLs, acute lymphoblastic leukemias (ALLs) or mixed lineage leukemias (MLLs) [216–219]. Furthermore, intragenic mutations of MLL3 (KMT2Z) in colorectal cancer have been reported [220].

Another H3K4 HMT frequently found up-regulated in colorectal and hepatocellular carcinoma is SMYD3 [221, 222]. An increased expression of this enzyme has also been reported in breast cancer in which SMYD3 was found to promote carcinogenesis by directly regulating expression of the proto-oncogene WNT10B [223]. Similarly, SMYD2 has been found over-expressed in hepatocellular carcinoma [224], whilst down-regulation of SMYD4 expression has been reported both in medulloblastoma and breast cancer [225,226]. Increased levels of G9A (KMT1C), a H3K9 HMT, has been described in leukemia, hepatocellular carcinoma, and in prostate and lung cancer [227–230]. Another HMT involved in cellular transformation and oncogenesis is EZH2 (KMT6B), a H3K27 methyltrasferase, that is a member of polycomb repressive complex 2 (PRC2) together with EED, SUZ12, and RbAp48 [231]. Increased expression of EZH2 has been found in several solid tumors such as prostate, breast, colon, skin, bladder, and lung cancer [231]. Moreover, tissue microarray analysis demonstrated that EZH2 protein levels strongly correlated with tumor aggressiveness [232], and recently, a polycomb repression signature, consisting of 14 direct targets of EZH2 repression, has been identified as a prognostic factor for the clinical outcomes in metastatic breast and prostate tumors [233]. Additional evidence correlating high expression of EZH2 with a poor prognosis in both breast and bladder cancer have recently been published [234,235]. Interesting data are emerging on the role of EZH2, and particularly of EZH2-mediated epigenetic repression of DNA damage repair, in a mechanism that could promote expansion of breast-tumor-initiating cells [236]. In contrast to the data reported above [231–235], inactivating mutation of EZH2, associated with a loss of function, were identified in myeloid malignancies [237,238]. Additionally, somatic and heterozygous EZH2 Y641 mutations that lead to a loss of enzymatic activity have been found in B-cell lymphomas [239,240]. Surprisingly, B-cell lymphoma cell lines and lymphoma samples harboring heterozygous EZH2 Y641 mutations showed increased levels of H3K27me3 [241]. Elegant in vitro enzyme assays have shed light on these observations, demonstrating that the Y641 mutation causes a concurrent decrease in monomethylation and increase in trimethylation activity of the mutated enzyme relative to its wild-type form [241]. Essentially, all the available evidence points to an oncogenic role for EZH2 and is consistent with the enhanced levels of H3K27Me3 found in tumor cells over-expressing the enzyme.

Additional HMTs found altered in cancer belong to the NSD family: NSD1 (KMT3B), NSD2, and NSD3 are responsible for methylation of H3K36 and at a less extent of H4K20 [242]. The NSD1 locus is involved in translocations with the nucleoporin gene (NUP98) and implicated in the pathogenesis of childhood acute myeloid leukemias and myelodysplastic syndromes [243,244]. Moreover, NSD1 expression has been found abrogated by CpG island-promoter hypermethylation both in neuroblastoma and glioma cells [245]. The translocation t (4;14) (p16;q32) involving the NSD2 locus has been reported in 20% of multiple myeloma cases [246,247] and a significant over-expression of NSD2 has been measured in different tumor types, correlating both with tumor aggressiveness and prognosis [248]. Similarly, NSD3 translocations with NUP98 in leukemia and NSD3 gene amplification in breast cancer cell lines and primary breast carcinoma have been reported [249,250]. A pivotal role of DOT-1, an H3K79 methyltransferase, in MLL fusion protein-mediated leukemogenesis has recently been reported [251,252].
All of the enzymes described above belong to the category of lysine methyltransferases. In the case of arginine methyltransferases, over-expression of CARM1/PRMT4 has been reported in breast, colorectal, and hormone-dependent prostate tumors [255–257]. PRMT1 is also apparently involved in MLL-mediated transformation [257]. Some data regarding the deregulation of expression of both PRMT1 and PRMT6 in different cancer types have been published [258].

Due to their recent discovery, compared to HMTs, the HDMs have not been extensively characterized as yet; however, several recent results fully support a critical role for them in cancer [213].

The correlation of KDM1A over-expression with adverse clinical outcome has been reported in bladder, lung, prostate, neuroblastoma, and breast cancer [259–263], whereas low levels of both KDM1A and H3K4me2 have been reported in hepatocellular carcinoma [264]. Both KDM2A and KDM2B have been considered as either tumor suppressors or oncogenes depending on the cellular context [213]. Both KDM2A and KDM2B have been found in a retroviral-mediated insertional mutagenesis screening for genes involved in the induction of lymphomas in rats [265,266]. In support of this, both proteins are involved in immortalization of fibroblasts and oncogene-induced senescence [266,267]. Moreover, KDM2B expression has been found significantly increased both in B- and T-cell acute lymphoblastic leukemias, AMLs and in seminomas cells [268,269]. A relevant role for KDM2B in initiation and maintenance of AML has recently been described [270]. A significantly decreased expression of KDM2A and KDM2B has been reported in prostate cancer and glioblastoma, respectively [271,272]. Amplification of KDM4C has been reported for esophageal squamous cell carcinomas, breast cancers, medulloblastomas, and metastatic lung sarcomatoid carcinomas [273–277]. Over-expression of KDM4A, KDM4B, and KDM4C has been reported in prostate cancer [278] and in medulloblastoma [279], whilst high expression of KDM4B has also been reported in ER-positive breast cancer [280]. KDM5A has been found over-expressed in gastric cancer [281] and has been involved in the determination of a drug tolerance phenotype in a non-small-cell lung carcinoma cell system [282]. Increased expression of KDM5B has been reported for several cancer types [283–286].

A systematic sequencing of renal carcinoma samples revealed the presence of inactivating mutations of KDM5C [287]. Functionally, a genome-wide siRNA screen led to identify KDM5C as one of the E2-dependent regulators of human papilloma virus oncogene expression [288]. Inactivating mutations in KDM6A have been reported in multiple myeloma, esophageal squamous cell carcinoma and clear cell renal cell carcinoma [287,289]. A reduced expression of KDM6B has been reported in lung and liver carcinoma, and in a subset of lymphomas and leukemias [290]. In contrast, but potentially consistent with a role as tumor suppressor, high expression of KDM6B has been reported in melanocytic nevi [291]. HPV-mediated induction of the expression of both KDM6A and KDM6B in cervical cancer cells has been reported supporting an involvement of both enzymes in HPV-mediated oncogenesis [292]. Interestingly, KDM6B expression could also be induced by Epstein–Barr virus and appears to be higher in Hodgkin’s lymphoma [293]. Finally, multiple types of tumors including thyroid, adrenal, bladder, uterine, and liver exhibited a higher expression of the H3K36 me2 demethylase KDM8 protein in comparison to their respective normal tissue controls [294].

4.5.3 Alterations of Histone Kinases, Histone Ubiquitinating and Deubiquitinating Enzymes

A significant amount of data has been generated showing the deregulation of the enzymes responsible for histone phosphorylation in cancer.

Aurora B (the primary kinase responsible for H3S10 phosphorylation) has been found over-expressed in breast, colorectal, kidney, lung, and prostate cancers [295–298]. JAK2, the kinase
that phosphorylates H3Y41 in hematopoietic cells, has also been found to be constitutively activated, due to gene mutation and/or rearrangement, in several hematological malignancies [299]. Furthermore, gene amplification of JAK2 and KDM4C has been recently found both in primary mediastinal B-cell lymphoma and Hodgkin’s lymphoma [300]. An important role of MSK1 and RSK2, and consequently of histone H3 phosphorylation, in cellular transformation has been documented [301–303], together with a role of MST1 kinase as a tumor-suppressor gene [304]. Moreover, data in support of a possible interdependence between RSK2-H2AX and RSK2-H3 phosphorylation in the control of cell transformation have been published [305].

The histone ubiquitination network has not been fully characterized as yet, but a picture is emerging of its role in cancer [306]. The E3 ligase RNF20, responsible for H2B ubiquitination, has been found commonly silenced via DNA hypermethylation in breast cancers [307]. In support of this, RNF20-depleted cells showed an increased oncogenic potential after measuring the ability of cells to form tumors once transplanted in mice [307]. The deubiquitinating enzyme USP22 has been defined as a putative marker of cancer stem cells [308], and it has also been identified among 11 genes forming a gene signature associated with poor prognosis in multiple tumor types [309]. An elevated expression of USP22, correlating with a poor prognosis, has been reported both for colorectal and breast cancer [310,311], and more recently in melanoma [312]. Similarly, USP7 over-expression has been reported in prostate, bladder, colon, liver, and lung cancers [313], although in a more recent analysis its expression was not found significantly deregulated [312].

Taken together, these data (i.e pertaining to histone-modifying enzymes and secondary proteins involved in the network) conclusively demonstrate that alterations in the histone modification network occur invariably in cancer cells and have a complex modality of action. Although an exhaustive molecular description of the events/links underlying these alterations does not exist, the data generated to date can explain a large part of the epigenetic alterations found in cancer cells.

4.5.4 Other Mechanisms

The abundance and diversity of histone-modifying enzymes, as well as their overlapping and redundant substrate specificities, clearly exclude a simplistic explanation of the causal contribution of each enzyme to the altered pattern of histone modifications found in cancer.

Kurdistanii proposed that at the basis of the altered pattern of histone modifications in cancer and in view of the low levels of histone modifications found in several cancer types, there is an anomalous allocation of co-factors as acetyl coenzymeA and S-adenosylmethionine required by HATs and HMTs to modify histones, respectively [314]. Thus, metabolic pathways involved in cell growth and division are also centrally involved in the mechanisms of histone modification. One speculation deriving from this proposal is that the altered metabolism of cancer cells, where there is a high and continuous need for macromolecular biosynthesis, could lead the cancer cells to prevalently divert the use of these co-factors from histone modification pathways to more immediately vital pathways. This diversion of essential cofactors away from histone modification enzymes would have a major impact on the global levels of histone acetylation and methylation. In fact, recent data linking the alteration of metabolic enzymes (IDH1-2, for example) and deregulated expression of histone methylation tend to support the link between altered metabolism, histone modification, and cancer [315].

4.6 CONCLUSIONS

Over the last few years a large number of histone modifications have been identified, information regarding the role of each type of modification has been generated, the enzymes catalyzing these modifications have been characterized and the elucidation of the molecular mechanisms linking these modifications to cellular processes has begun.
Concurrently, it has become evident that the histone post-translational modifications act in an ordered and coordinated manner and should be considered in the context of an “epigenetic code”, or better, in the context of a “global cross-talk” network between the different histone modifications. Moreover, in agreement with the relevant role of histone modifications in several key cellular processes, significant data have been published suggesting that a deregulation of the histone modification pattern is linked to different human malignancies and particularly to cancer. In this regard, the most striking example is the loss of H3K16ac and H4K20me3 which represents a well-recognized cancer histone mark. In addition, several data have been generated from different cancer types highlighting the correlation between altered global histone modification patterns and cancer aggressiveness and there is now the possibility to use them as independent prognostic factors.

The reversible nature of epigenetic modifications, including all the histone modifications, has provided the basis for development of “epigenetic therapies”. So far this has led to the approval of two DNA methyltransferase inhibitors (Vidaza and Decitabine) for myelodysplastic syndrome and two HDAC inhibitors (Vorinostat and Romidepsin) for cutaneous T-cell lymphoma. Large investments in both time and money for identifying inhibitors of other proteins involved in regulation of epigenetic modifications, including HAT, Sirtuin, HMTs, and HDMs, is ongoing.

It is now important for both basic and applied science to acquire additional knowledge regarding the functional relevance of each histone modification and, more importantly, knowledge pertaining to the interplay between these modifications and the machinery involved in their addition and removal in the context of cancer biology. The different pattern of histone modifications reported between normal and cancer cells, together with the accumulating evidence that these differences can be prognostic factors and potential predictors of therapeutic response, suggest that further research in these fields could open the way for better personalized medicine in both epigenetic and non-epigenetic therapies. Future studies intended to increase our knowledge of epigenetic modifications, histone modifications in particular, could have a striking impact on the relevance of epigenetic events in cancer biology and on the design of more efficient strategies for epigenetic therapies in the treatment of cancer. In this regard, of significant relevance is the advent and use of new technologies in the epigenomic field. The application of techniques such as chromatin immunoprecipitation followed by modern high-density microarrays, next-generation sequencing that permits profiling of large sample series and the accurate determination of the location of different histone modifications at global level are expected to have a major impact in the field.

Moreover, the identification of new methodologies that would permit the technologies described above to be performed on paraffin-embedded tissue samples (PAT-ChIP-seq) [316] would have an enormous impact. Analysis of historical cancer tissue samples would permit the determination of the location and type of different histone modifications on a global scale. Detailed analysis on samples where clinical outcome can be associated with an “epigenetic signature” would represent a real breakthrough in the identification of epigenetic biomarkers for different pathological conditions.

From the clinical perspective, one can envisage a future where a histone modification signature will exist for each type of cancer and that this signature will be correlated with prognosis and more importantly, with the choice of best possible treatment. Last, but by no means least, one could expect to use these histone maps to monitor the efficacy of epigenetic drug treatment at the molecular level.
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CHAPTER 5

MicroRNA in Oncogenesis

Niamh Lynam-Lennon, Steven G. Gray, Stephen G. Maher
Trinity College Dublin, Trinity Centre for Health Sciences, Dublin, Ireland

5.1 INTRODUCTION

Identified in 2001, microRNA (miRNA) compose a large part of a family of small non-coding RNA, which includes small nuclear RNA (snRNA), small nucleolar RNA (snoRNA), small interfering RNA (siRNA), and piwi-interacting RNA (piRNA). Within cells, miRNA function as endogenous gene silencers, repressing target mRNA at a translational level. miRNA are highly evolutionarily conserved, being present in the genomes of animals, plants, and viruses. It is now considered that miRNA may represent anywhere in the region of 1–3% of the entire human genome [1,2] and estimates of the number of miRNA targets indicate that they may play a role in regulating as many as 30% of mammalian genes [3]. Consequently, miRNA have been shown to play central roles in developmental timing, hematopoietic cell differentiation, programmed cell death, and oncogenesis [4–7].

5.2 miRNA BIOGENESIS

miRNA are synthesized in the nucleus as long primary transcripts (pri-miRNA) up to 1000 nucleotides (nt) in length, which are characterized by imperfect hairpin structures. While the majority of transcripts are less than 1 kb, longer primary transcripts have been documented, for example, pri-miR-21 is 3433 nt [8]. For the majority of miRNA, transcription is mediated by RNA polymerase II (Pol II) [9], although a small subset are transcribed by Pol III [10]. The pri-miRNA hairpin structures have a 5’-cap and a 3’-polyA tail. Most pri-miRNA arise from...
intergenic spaces, or are in antisense orientation to known genes, indicating independent transcription units. Other genes for miRNA are found in intronic regions and could be transcribed as part of the primary transcript for the corresponding gene. Many miRNA also form genomic clusters, and can be transcribed as a single polycistronic transcript [11,12]. A double-stranded RNA (dsRNA)-specific endonuclease RNase III, Drosha, in conjunction with a dsRNA-binding protein DGCR8, processes the pri-miRNA into hairpin RNAs 70–100-nt long, called precursor miRNA (pre-miRNA). These pre-miRNA molecules are then transported from the nucleus to the cytoplasm, a process mediated by the nuclear transport receptor exportin-5 and the nuclear protein Ran-GTP. In the cytoplasm, GTP is hydrolyzed to guanosine diphosphate (GDP), and the pre-miRNA is released from the transporting complex [13,14]. Subsequently, the RNase III Dicer enzyme cooperates with a dsRNA-binding partner, transactivating response RNA-binding protein (TRBP), and the protein activator of protein

---

**FIGURE 5.1**

miRNA biogenesis and the mechanism of gene silencing. The miRNA is transcribed by Pol II in the nucleus. The resulting pri-miRNA, is then cleaved by Drosha and DGCR8, producing a pre-miRNA molecule, approximately 70–100 nucleotides in length. The pre-miRNA is transported to the cytoplasm by Exportin-5 and Ran-GTP. Here, the pre-miRNA undergoes its final processing step, which, facilitated by TRBP and PACT involves cleavage by Dicer below the stem-loop. This produces a duplex molecule, containing the single-stranded mature miRNA molecule and a miRNA* fragment. The miRNA:miRNA* complex is then incorporated into the RNA-induced silencing complex (RISC), which is activated upon unwinding of the miRNA:miRNA* duplex. Preferentially, the miRNA* fragment is degraded, with the mature miRNA molecule guiding the RISC to the target mRNA. miRNA regulate target genes by base pairing to sites of complementarity in the 3'-UTR and coding sequence of target mRNA. The degree of complementarity between the seed region of the miRNA and the binding sites in the target mRNA determines the mechanism of regulation. If there is sufficient (near perfect) complementarity, regulation is carried out by RNA interference, whereby the RISC cleaves the target mRNA. If there is insufficient complementarity, regulation is carried out by repression of translation and/or degradation. Degradation involves deadenylation of target mRNA followed by decapping and degradation in P-bodies. Translationally repressed targets can also be stored in P-bodies. This figure is reproduced in the color plate section.
kinase R (PACT) to process the pre-miRNA into a mature form, by cutting the structure at the base of the stem-loop. The remaining dsRNA duplex structure contains the mature miRNA as well as a complementary fragment termed miRNA*. The mature miRNA is single-stranded and is loaded into an RNA-induced silencing complex (RISC). It is the interaction of the miRNA/RISC and its target mRNA that results in gene regulation (Figure 5.1).

5.3 miRNA-MEDIATED REGULATION OF TARGETS

Within the RISC, miRNA interact with target genes via base-pairing. The interaction between a miRNA and its target mRNA is restricted to the 5' end of the miRNA. Sequence complementarity between nucleotides 2–8, also known as the “seed region”, is vital for target sequence recognition [15], although exceptions to this rule have been demonstrated [16,17]. Most commonly, miRNA binding sites are present in the 3’-untranslated region (UTR) of target mRNAs, usually in multiple copies [18]. However, miRNA have also been demonstrated to target the 5’-UTR and coding regions of mRNA [19,20]. A study by Tay et al. demonstrated that a network of miRNA can bind to multiple sites within the coding and 3’-UTR of a single mRNA target, adding to the complexity of miRNA-mediated target regulation [21]. The degree of complementarity between the seed region of the miRNA and the binding site in the target mRNA determines the mechanism by which the miRNA regulates the target [22]. If the miRNA bares sufficient sequence complementarity (near perfect) to the target mRNA, then regulation is carried out by a process called RNA interference, whereby the RISC is directed to cleave the target mRNA [22]. If there is insufficient complementarity, which is generally the case in mammals [15], regulation is achieved by repression of translation and/or destabilization of the mRNA [23].

The core components of the RISC are the Argonaute (Ago) family of proteins, which play a key role in its function [24]. All four mammalian Ago proteins (Ago1–Ago4) can direct the translational repression of a target mRNA, however, only Ago2 possesses “slicer” activity, and is responsible for cleaving target mRNA [25]. The exact mechanism(s) of miRNA-mediated translational repression of target genes is still uncertain [26–28]. Several studies have provided evidence that translational repression occurs pre-initiation of translation [27–29]. However, other studies suggest that repression occurs post-initiation of translation [26,30,31]. It was initially thought that miRNA-mediated repression of target genes was predominantly reflected at the protein level, with no or minimal effect on mRNA levels. However, it has now been demonstrated that miRNA-mediated repression of target genes is frequently associated with destabilization of mRNA, although it is not known if this is a secondary effect of translational repression. miRNA-mediated degradation of mRNA targets involves deadenylation (removal of the Poly A tail), followed by decapping and exonucleolytic digestion [32–34]. In addition, processing bodies (P-bodies), cytoplasmic structures involved in the storage and degradation of mRNA, are also thought to play a role in miRNA regulation [35,36]. miRNA are thought to guide target mRNA and associated RISC proteins to these storage structures, which are enriched for mRNA degradation and translational repression factors [27,36]. The mechanisms dictating whether a target mRNA follows the degradation or translational repression pathway are presently unknown. Adding to the complexity of miRNA-mediated regulation are the recent discoveries that under different stress conditions miRNA-induced repression of targets can be reversed [37] and that miRNA can activate translation of target mRNA [38].

miRNA-mediated regulation appears to be an extremely dynamic process, its complexity is increased by the fact that perfect complementarity to the target is not required for regulation. This indicates that a single miRNA has the potential to regulate multiple target genes. In addition, a network of miRNA can function simultaneously to regulate a single mRNA. This ultimately makes in silico identification of target genes and the elucidation of miRNA function much more difficult.

The seed region, located at positions 2–7 from the 5’ end of the miRNA, is employed by the RISC as a nucleation signal for recognizing target mRNA [15,39,40]. On the mRNA the
corresponding sites are referred to as “seed sites”. There are a number of stringencies associated with target seed site recognition and binding [41]. A stringent seed site has perfect Watson–Crick binding and can be divided into four “seed” types: 8mer, 7mer-m8, 7mer-A1, and 6mer [41]. Each of these types differs depending on the combination of the nucleotide of position 1 and pairing at position 8. 8mer has both an adenine at position 1 of the mRNA target site and base-pairing at position 8. An adenine on the target site corresponding to position 1 of a miRNA is known to increase efficiency of target recognition [3]. 7mer-A1 has an adenine at position 1 only, while 7mer-m8 has base-pairing at position 8 only. By contrast, 6mer has neither an adenine at position 1 nor base-pairing at position 8 [42].

In addition to stringent seed recognition, moderately stringent recognition is also possible, as the RISC can tolerate small mismatches or wobble pairing within the seed region. The thermodynamic stability of a wobble pairing (such as G:U) is comparable to that of a Watson–Crick pairing [41,43].

Watson–Crick pairing in the 3’ part of the miRNA molecule is known to enhance the site recognition efficacy in miRNA targets that have seed pairing [42]. The preferable nucleotide number of matches in the 3’ part differs between the site that has stringent-seed pairing and the one that has moderate-stringent-seed pairing [41]. Stringent seeds require 3–4 matches in the positions 13–16, whereas moderate-stringent-seeds require 4–5 matches in positions 13–19. Sites with this additional 3’ pairing are called 3-supplementary and 3’ compensatory sites [44].

It has been extensively demonstrated that the vast majority of miRNA target recognition sequences are found in the 3’-UTR of the target gene, even though miRNA-loaded RISC can in theory bind any segment of mRNA. Target genes generally have longer 3’ UTR, whereas certain ubiquitous genes, such as house-keeping genes, tend to have short 3’ UTR, potentially to avoid being regulated by miRNA [45]. Target sites are not evenly distributed with 3’ UTR. They are located near both ends on long 3’ UTR (generally ≥2000 nt). For shorter 3’ UTR, target sites tend to be ~15–20 nt away from the stop codon [42,43].

While it is generally considered that functional miRNA sites are preferentially located in 3’ UTR, seed sites in the coding sequence and 5’ UTR regions can also promote mRNA down-regulation [46,47]. The basis for preferential miRNA binding in the 3’ UTR may have a number of explanations. For example, the RISC may need to compete with other protein complexes, such as ribosomes, binding to the coding sequence and translation initiation complexes in the 5’ UTR. As such the 3’ UTR might simply be more accessible for long-term binding than the other two sites [41,48].

5.4 miRNA AND CANCER

miRNA are involved in the regulation of important cellular pathways, such as proliferation [49], cell death [50], angiogenesis [51], invasion and metastasis [52], the deregulation of which are all hallmarks of cancer [53]. Thus, it is not surprising that aberrant miRNA expression has been demonstrated in many different cancers.

The link between miRNA and cancer was first highlighted by Calin and colleagues [54], when it was discovered that two miRNA, miR-15a and miR-16-1, are located in a region on chromosome 13 that is deleted in over 65% of chronic lymphocytic leukemia (CLL) patients. Despite extensive profiling, no cancer-associated genes had been identified within this region, suggesting that miR-15a and miR-16-1 were the genomic targets of this frequent deletion. Interestingly, this deletion is present in almost all cases of indolent CLL, suggesting that down-regulation of miR-15a and miR-16-1 is an early event in the pathogenesis of this disease. Supporting this, a subsequent study identified the proto-oncogene Bcl2, which is overexpressed in CLL, as a target of miR-15a and miR-16-1 [55]. This suggests that the down-regulation of these two miRNA in CLL provides a mechanism for oncogenesis via the increased
expression of Bcl2. Further supporting a tumor suppressor role for miR-15a and miR-16-1, ectopic expression of both miRNA was demonstrated to prevent tumor growth in a xenograft model of leukemia [56].

A role for miRNA in cancer was further supported by several studies that performed genome-wide profiling of miRNA expression in multiple primary tumors and cell lines. Volinia and colleagues [57] profiled miRNA expression in over 500 samples of both normal and tumor tissue taken from breast, colon, lung, pancreatic, prostate, and stomach. miRNA expression was demonstrated to be significantly dysregulated in malignant tissue, demonstrating a common miRNA expression profile in solid cancer. A study by Lu et al., profiled the expression of 217 miRNA in 334 samples comprised of normal non-cancer tissue, primary tumors, and tumor cell-lines, from 20 different cancer types. miRNA profiles were demonstrated to accurately distinguish normal from malignant tissue, separate cancer type, categorize differentiation state and cluster samples according to their embryonic lineage. Importantly, miRNA profiles were demonstrated to be more accurate at classifying poorly differentiated tumors than mRNA [58], suggesting a potential role as diagnostic biomarkers. Unique miRNA profiles have now been demonstrated for all cancers studied to date, these include breast [59], esophageal [60], colorectal [61], lung [62], prostate [63], and gastric [64], supporting a role for miRNA in the development of cancer and suggesting their potential use as diagnostic biomarkers.

In addition to their role in the development of cancer, evidence also suggests a role for miRNA in cancer progression. Metastasis, the process by which cancer cells disseminate from the primary tumor site and establish secondary tumors at distant sites, is the predominant cause of cancer-related deaths. Dysregulation of miRNA has been demonstrated in metastasis, with both pro- and antimetastatic miRNA identified. miR-10b is highly expressed in metastatic breast cancer. Overexpression of miR-10b increases cell motility and invasiveness, effects that are reversed upon inhibition of expression, both in vitro [65] and in vivo [66], suggesting a prometastatic role for miR-10b. Conversely, the miR-200 family negatively regulates epithelial—mesenchymal transition (EMT), which is thought to facilitate metastasis via increased cell motility. The miR-200 family, which is repressed during EMT, was demonstrated to target the E-cadherin repressors ZEB1 and ZEB2, resulting in increased E-cadherin expression and inhibition of EMT [67], suggesting an antimetastatic function for this miRNA family.

In addition, specific miRNA profiles have also been demonstrated to predict progression and outcome in a number of cancers. In breast cancer, dysregulation of miR-145 and miR-21 was associated with tumor progression, whilst reduced let-7 expression was associated with increased lymph node metastasis and proliferation capacity [59]. A 9-miRNA signature was associated with time to progression in CLL [68]. In colorectal cancer, miR-21 expression is associated with tumor stage, invasion, and prognosis [69]. Whilst in lung cancer, reduced let-7 was indicative of a poor prognosis in two independent studies [62,70]. The demonstrated role of miRNA in cancer progression highlights their potential as both novel therapeutics for the treatment of cancer and as prognostic markers.

5.5 OncomiRs

Whilst miRNA profiles in cancer are generally tumor-specific, several miRNA are dysregulated across multiple cancers, suggesting a common role in tumorigenesis. miRNA that have been shown to be down-regulated in cancers, such as miR-15a, miR-16-1, and the let-7 family, have been proposed to be tumor suppressors, whilst up-regulated miRNA, such as miR-21 and the miR-17-92 cluster, have been classified as oncogenes.

5.5.1 miRNA as Tumor Suppressors

In addition to their tumor suppressor role in CLL, a potential anticancer role for miR-15a and miR-16-1 has also been demonstrated in several other cancers such as lung [71], pituitary [72],
and ovarian [73]. In prostate cancer [74], miR-15a and miR-16-1 were demonstrated to be down-regulated in 80% of tumors. Inhibition of miR-15a and miR-16-1 promoted survival, growth, invasiveness, and tumorigenicity in untransformed prostate cells, suggesting down-regulation of miR-15a and miR-16-1 as an early event in the pathogenesis of prostate cancer. Conversely, overexpression of miR-15a and miR-16-1 reduced growth, induced apoptosis and tumor regression in a prostate cancer xenograft model. This study identified the oncogenes CCND1 and WNT3A as direct targets, all of which promote cell growth, survival, and invasiveness, suggesting a mechanism for tumor development in prostate tumors deficient in miR-15a and miR-16-1.

The let-7 family, which consists of 12 closely related miRNA, is also a potential tumor suppressor miRNA that is frequently down-regulated in cancer. A study by Takamizawa and colleagues was the first to identify a potential tumor suppressor role for let-7 [70], demonstrating the down-regulation of let-7 in lung cancer, with low expression also associated with a shorter postoperative survival time. Overexpression of let-7 significantly inhibited growth in lung cancer cells, suggesting a functional role for let-7 in modulating tumorigenesis. This is supported by several studies that have demonstrated the antiproliferative effects of let-7 in lung [4], thyroid [75], and prostate [76] cancer. Furthermore, let-7 has been demonstrated to inhibit tumor growth in vivo [77,78], further supporting a tumor suppressor role. The effects of let-7 on cell growth may be explained by its negative regulation of several oncogenes, such as Ras [5], myc [79], HMGA2 [80], and cell cycle regulators, including Cdc25A, CDK6, and Cyclin D2 [4]. This suggests that the frequent down-regulation of let-7 seen in multiple cancers provides a mechanism for tumor development and progression via increased expression of these gene targets.

### 5.5.2 miRNA as Oncogenes

miR-21 was one of the first miRNA identified in humans [8]. Overexpression of miR-21 has been demonstrated in multiple cancers, such as glioblastoma [50], breast [59], esophageal [81], and CLL [82], suggesting an oncogenic role for this miRNA. Several studies have provided evidence for miR-21 as an antiapoptotic factor. In glioblastoma and breast cancer cells, knockdown of miR-21 inhibited cell growth and induced apoptosis [50,83], suggesting that overexpression of miR-21 may promote tumor development via the negative regulation of proapoptotic factors. The oncogenic properties of miR-21 are mediated, at least in part, via its negative regulation of several important tumor suppressor genes. Several studies have demonstrated miR-21 regulation of the tumor suppressor proteins programmed cell death 4 (PDCD4) [84–86] phosphatase and tensin homolog (PTEN) [87] and tropomyosin 1 (TMP1) [88]. In addition, miR-21-mediated regulation of all three tumor suppressors is associated with increased invasion and metastasis, suggesting a role for miR-21 in cancer progression. miR-21 has also been implicated in the resistance of cancer cells to various chemotherapeutics. miR-21 was demonstrated to modulate sensitivity to the chemotherapeutic agent gemcitabine in cholangiocarcinoma [89], doxorubicin in bladder cancer [90], and 5-fluorouracil in colorectal cancer [91], suggesting an additional role for miR-21 in oncogenesis. The role of miR-21 in both the development and progression of cancer, in addition to the response to anticancer treatment, highlights the potential of miR-21 as a novel therapeutic target.

The polycistronic cluster miR-17-92, is a family of homologous miRNA that are transcribed as a single pri-miRNA and then processed to produce seven mature miRNA molecules (miR-17-5p, miR-17-3p, miR-18, miR-19a, miR-20, miR-19b-1, and miR-92-1) [92]. The cluster is located on chromosome 13, at a region commonly amplified in a number of hematopoietic malignancies and solid tumors [93–95]. The oncogenic potential of miR-17-92 was first highlighted in a mouse model of B-cell lymphoma [94]. miR-17-92 was demonstrated to accelerate c-myc-induced lymphoma development, producing tumors with a more
aggressive phenotype. These tumors also demonstrated lower apoptosis, suggesting that the role of miR-17-92 in tumor development may be via antiapoptotic mechanisms. This was supported by the discovery that the proapoptotic factors PTEN and Bim are both direct targets of miR-17-92 [96]. miR-17-92 is also overexpressed in lung cancer where it was demonstrated to enhance cellular proliferation, whilst inhibition of miR-17-92 induced apoptosis [93,97], further supporting an antiapoptotic role. The negative regulation of the cell cycle regulator p21 by miR-17-92 [98] may explain the effects of this polycistron on proliferation. Interestingly, miR-17-92 has been demonstrated to be directly induced by the oncogene c-myc [99], which is frequently up-regulated in cancer, further supporting an oncogenic role for miR-19-72.

Surprisingly, loss of the genomic region encoding the miR-17-92 cluster has also been linked to malignancy in hepatocellular cancer [100]. This potential tumor suppressor role of miR-17-92 may be explained by its negative regulation of the transcription factor E2F1 [99]. E2F1 is induced by c-myc and promotes cell cycle progression [101], it also forms a positive feedback loop by inducing c-myc expression [102]. Thus, the repression of E2F1 by miR-17-92 provides a mechanism for inhibiting c-myc-mediated growth. The down-regulation of miR-17-92 in hepatocellular cancer may therefore provide a mechanism for tumor development. This suggests that miR-17-92 may have dual tumor suppressor and oncogenic roles in a tissue/tumor-dependent manner.

## 5.6 MECHANISMS OF miRNA DEREGULATION

Several mechanisms are thought to contribute either alone or in combination to the dysregulation of miRNA in human cancer. These include chromosomal alterations, dysregulated transcriptional activation, epigenetic modifications, and alterations in biogenesis. However, the exact mechanism(s) directing the tumor/tissue-specific dysregulation of miRNA in carcinogenesis is still unknown.

### 5.6.1 Chromosomal Aberrations

Following the initial study which demonstrated the deletion of miR-15a and miR-16-1 in CLL, Calin and colleagues [6] used a computational approach to identify the genomic location of 186 miRNA. Over 50% of the miRNA investigated were demonstrated to be located at fragile regions, regions that commonly undergo deletion, amplification or translocation events or genomic regions associated with human cancers, such as viral DNA integration sites, suggesting a role for altered miRNA in the development of cancer. Interestingly, profiling of several of these sites of cancer-associated chromosomal alterations had previously failed to identify protein-coding tumor suppressors or oncogenes implicated in the development of the disease, suggesting that genomic alterations of miRNA may be a causal factor in tumorigenesis.

Several studies have since experimentally validated the non-random genomic location of miRNA in cancer, demonstrating significant chromosomal alterations at miRNA-encoded regions across multiple cancer types. A study by Zhang et al. [103] used array-based comparative genomic hybridization to profile the genomic loci of 283 miRNA in over 200 samples of breast, ovarian, and melanoma primary tumors and cancer cell lines. A high proportion of miRNA gene copy number alterations were demonstrated in all three cancer types, with both distinct and common alterations observed. Furthermore, a strong correlation between miRNA copy number alterations and miRNA transcript levels was demonstrated both in cancer cell lines and a previously published independent set of breast tumor samples [59], further supporting genomic alterations as a mechanism for miRNA dysregulation. Another study profiling miRNA expression in over 200 normal tissues and the NCI-60 panel of cancer cell lines, identified potential tumor suppressor and oncogenic miRNA, which are encoded at known cancer-associated genomic regions [104].
Both genomic loss and gain have been demonstrated to result in altered expression of miRNA. The region encoding miR-15a and miR-16-1 is deleted in more than 50% of B-cell chronic lymphocytic leukemia cases [54]. In contrast, the miR-17-92 cluster is encoded in an 800-bp region of the non-protein coding gene C13, which is frequently amplified in B-cell lymphoma and lung cancer [93,94]. Increased gene copy number has been demonstrated to correlate with overexpression of the cluster in both cancer types, supporting chromosomal amplifications as a mechanism for dysregulation of miR-17-92. Chromosomal translocations also contribute to miRNA dysregulation. A t(8;17) translocation that juxtaposes the oncogene c-myc to chromosome 17 resulting in its overexpression, is associated with an aggressive form of B-cell leukemia [105]. The underlying mechanism of c-myc up-regulation was unknown until it was demonstrated that this translocation positions c-myc at the promoter region of miR-142, which is encoded 50 nt from this chromosomal break [6]. This suggests the involvement of miR-142 regulatory elements in the overexpression of c-myc. A translocation at chromosome 12 disrupts the HMGA2 gene, resulting in the generation of a truncated version of HMGA2, which is overexpressed in lung cancer [106]. The up-regulation of HMGA2 has been attributed to loss of let-7 binding sites within the 3′-UTR of HMGA2, caused by the translocation. Indeed, disruption of let-7-mediated regulation of HMGA2 has been demonstrated to promote oncogenic transformation [80,107], supporting chromosomal translocation as a mechanism for dysregulation of important tumor suppressor miRNA.

Both distinct and common miRNA copy alterations have been demonstrated in oncogenesis, suggesting that genomic alterations of miRNA play a functional role in malignancy, rather than being a mere by-product. Whilst the miR-17-92 cluster loci is frequently amplified in lymphoma and lung cancer, it has been demonstrated to be deleted in ovarian, breast, and melanoma tumors [103], suggesting tumor-specific copy number alterations. In contrast, overexpression of miR-21, which has been demonstrated in multiple malignancies, is thought to be due to amplification, suggesting a common mechanism of dysregulation.

### 5.6.2 Dysregulation of Transcription Factors

As the majority of miRNA are transcribed by Pol II, transcriptional control is an important mechanism regulating miRNA expression. Many transcription factors are dysregulated in cancer, resulting in the altered expression of miRNA, which may promote tumorigenesis.

The transcription factor c-myc is involved in the regulation of approximately 15% of human genes, regulating cell death, proliferation, and differentiation [108] via both positive and negative regulation of gene expression. c-myc is frequently overexpressed in human malignancies, with almost all cases of Burkitt’s lymphoma caused by the juxtaposition of c-myc with immune regulatory elements, which results in hyperactivation [109]. A study by O’Donnell and colleagues [99] demonstrated that the oncogenic miR-17-92 miRNA cluster located on chromosome 13 is a transcriptional target of c-myc. c-myc binds directly to the genomic locus of the miR-17-92 cluster, activating transcription. Co-expression of c-myc and the miR-17-92 polycistron accelerated oncogenesis in a murine model of B-cell lymphoma [94], supporting c-myc-mediated activation of miR-17-92 as a mechanism for tumorigenesis. Adding to the complexity of c-myc-mediated miRNA deregulation, induction of c-myc has also been demonstrated to result in the widespread repression of miRNA expression in B-cell lymphoma [110]. Many of these c-myc-repressed miRNA (including miR-15a, miR-16a, miR-34a, let-7a-1, and let-7f-1), have been demonstrated to be down-regulated in human cancers and have known tumor suppressor activity, suggesting c-myc-mediated repression as a mechanism for oncogenic transformation. Similar to the direct activation of miR-17-92, c-myc was demonstrated to bind directly to the promoters of several of these down-regulated miRNA, suggesting direct repression of transcription. Additionally, c-myc has been demonstrated to modulate miRNA expression via indirect mechanisms, as in the case of the let-7 family, in which c-myc inhibits biogenesis via activation of the RNA-binding protein Lin-28B [111].
The tumor suppressor p53 regulates the expression of a complex network of genes via both transcriptional activation and repression. In response to cellular stresses, such as DNA damage, hypoxia, mitotic spindle damage, and activation of oncogenes, p53 becomes stabilized and orchestrates cell cycle arrest, apoptosis or senescence, thereby maintaining genomic integrity. Consequently, dysfunction of p53 is considered to be an early event in tumorigenesis. This is highlighted by the fact that p53 is mutated in over 50% of human cancers [1]. Several studies have demonstrated a miRNA component to the p53 network, with the miR-34 family, which consist of miR-34a, miR-34b, and miR-34c, identified as direct transcriptional targets of p53 [113]. p53 binds to responsive elements in the promoter region, inducing expression. Ectopic expression of all three miR-34 members has been demonstrated to have antiproliferative effects, inducing cell cycle arrest and apoptosis. Consistent with the tumor suppressor effects of miR-34 is the finding that miR-34 is down-regulated in a number of human cancers. Thus, p53-mediated activation of miR-34 provides a novel mechanism for tumor suppressor activity, and suggests that dysregulation of this pathway may provide a mechanism for oncogenic transformation. Several other p53-regulated miRNA have since been identified, these include, miR-107 [114], miR-145 [115], miR-192, and miR-215 [116]. In addition, p53 may also be involved in the regulation of miRNA processing [117], suggesting an additional mechanism for miRNA dysregulation in oncogenesis. Interestingly, both p53 and myc have been demonstrated to be direct targets of miRNA [118,119], adding to the complexity of the transcriptional regulation of miRNA.

5.6.3 Epigenetic Alterations

Epigenetic modifications describe heritable and reversible changes in chromatin that do not alter the original DNA sequence. The most frequently studied epigenetic changes in cancer are differential methylation of DNA and histone modifications. Methylation of CpG islands, which are associated with the promoter regions of genes, results in transcriptional silencing. Aberrant methylation that results in silencing of tumor suppressor genes is thought to contribute to tumorigenesis. Conversely, a reduction in global methylation levels (hypomethylation) is also associated with cancer. Similarly, post-translational modifications of histones, such as acetylation, methylation, and phosphorylation play an important role in the regulation of gene expression. Consequently, alterations in histone modification patterns, often in combination with dysregulated hypermethylation, are commonly demonstrated in carcinogenesis.

Similar to protein-coding genes, miRNA have also been demonstrated to be subject to epigenetic regulation. Indeed, over 50% of miRNA genes are associated with CpG islands, suggesting the potential for epigenetic modifications [120]. Saito and colleagues [121] demonstrated that treatment of bladder cancer cells with both the demethyltransferase inhibitor 5-aza-2'-deoxycytidine and the histone deacetylase inhibitor 4-phenylbutyric acid, resulted in the reactivation of expression of 17 miRNA, suggesting that these miRNA were under epigenetic control. One of these miRNA, miR-127, which is located within a CpG island, was demonstrated to be down-regulated in tumor tissue and cell lines across multiple cancer types, when compared to normal tissue, suggesting that epigenetic regulation may provide a mechanism for repression of miR-127 in tumorigenesis. Interestingly, both methylation and histone deacetylation were demonstrated to be involved in transcriptional repression of miR-127, as induction of expression was only evident following both demethylating and deacetylase inhibition treatment. This induction of miR-127 expression was concomitant with a decrease in expression of the miR-127-predicted target, the proto-oncogene BCL6, suggesting a tumor suppressor role for miR-127. Since then, a plethora of studies have demonstrated epigenetic control of a number of miRNA using several different methods. A study by Scott et al. [122] demonstrated significant alterations in miRNA expression in breast cancer cells following histone deacetylase inhibition, suggesting that histone modifications alone can regulate miRNA expression. Lujambio and colleagues [123] used a DNA methyltransferase-
deficient cell line model of colon cancer to investigate epigenetically silenced miRNA, demonstrating hypermethylation of miR-124a. Silencing of miR-124a was associated with the increased expression of target gene CDK6, which plays a demonstrated role in oncogenesis, supporting a tumor suppressor role for miR-124a. Interestingly, hypermethylation of miR-124a was demonstrated across multiple tumor and cancer cell lines including breast, lung, and lymphoma, suggesting a common mechanism of dysregulation in tumorigenesis. This was supported in acute lymphoblastic leukemia (ALL), where methylation of miR-124a was demonstrated in 59% of patients, and was significantly associated with a poor prognosis [124]. The epigenetic silencing of miR-124a in ALL was associated with increased cell growth, which was mediated by the miR-124a target CDK6 [124], suggesting methylation-induced silencing of tumor suppressor miRNA as a mechanism for tumorigenesis.

In contrast, up-regulation of miRNA via hypomethylation has also been demonstrated. Demethylating treatment of ovarian cancer cell lines induced expression of miR-21, miR-203, and miR-205, all of which were demonstrated to be up-regulated in ovarian tumors, when compared to normal tissue [125]. Given the known oncogenic properties of miR-21 and its up-regulation in multiple cancers, these data suggest hypomethylation as a potential mechanism for overexpression of oncogenic miRNA. Whilst epigenetic regulation of miRNA does appear to be a mechanism for dysregulation of miRNA in cancer, evidence does suggest that epigenetic control of miRNA expression is a cell-specific effect. For example, whilst demethylation and histone deacetylase inhibition reactivated miR-127 in colon, cervical, and lymphoma cell lines [121], expression was not induced in MCF-7 breast cancer or CALU-1 lung cancer cell lines.

Taken together these data suggest epigenetic regulation as a major mechanism of altered miRNA expression in cancer. The additional discovery that several miRNA negatively regulate components of the epigenetic regulation machinery [126], only adds to the complexity of the epigenetic-miRNA network.

### 5.6.4 Altered Processing

pri-miRNA molecules undergo a co-ordinated multistep process to produce a mature functional miRNA. Alterations in the processing of miRNA that affect either miRNA maturation and/or the interaction of miRNA and gene targets are therefore likely to play a role in the dysregulation of miRNA in cancer.

A potential role for altered miRNA processing in cancer was first highlighted by Kumar and colleagues [127], who demonstrated that knockdown of Drosha, Dicer, and DGCR8 resulted in a global decrease in miRNA levels, which enhanced proliferation and transformation in cancer cells. Several other studies have since demonstrated altered expression of miRNA processing machinery in multiple cancer types. A study in prostate cancer demonstrated the up-regulation of Dicer and several other components of the miRNA processing pathway [128], suggesting a mechanism for the up-regulation of miRNA previously identified in prostate tumors [57]. The up-regulation of Dicer was also demonstrated in colorectal cancer [129], where increased expression was significantly associated with disease progression and poor survival, suggesting a role for altered miRNA processing in tumor progression. Conversely, reduced expression of Dicer was demonstrated in a subset of non-small-cell lung cancers with a poor prognosis [130]. This down-regulation was significantly associated with the reduced expression of let-7, suggesting altered processing as a mechanism for let-7 dysregulation. Interestingly, the downregulation of Dicer was not due to methylation of the promoter, suggesting alternative mechanisms of dysregulation. This was also supported in ovarian cancer where reduced expression of Dicer was associated with advanced tumor stage [131]. The inconsistencies in these studies may suggest that the role of altered miRNA processing in cancer is tissue/tumor-specific, and may be dependent on the expression of cofactors involved in biogenesis.
A common chromosomal amplification in cervical cancer was demonstrated to result in up-regulation of Drosha in advanced squamous cell carcinoma (SCC) tumors [132]. This over-expression resulted in an altered miRNA expression profile, suggesting that Drosha-mediated dysregulation of miRNA may play a role in the development and progression of cervical cancer. This was supported in esophageal SCC [133], where overexpression of Drosha was associated with poor prognosis and increased cell growth. In neuroblastoma [134], low expression of Dicer and Drosha was associated with wide-scale down-regulation of miRNA in advanced tumors with a poor prognosis, supporting dysregulation of miRNA processing machinery as a mechanism for altered miRNA expression. Interestingly, silencing of Drosha and Dicer promoted transformation and cell growth, suggesting a mechanism for tumor development. The altered expression of Dicer and Drosha in multiple cancers strongly suggests that dysregulation of miRNA processing proteins plays a role in cancer development and progression via altered expression of miRNA.

In addition to altered levels of miRNA processing proteins, alterations in post-transcriptional regulation of miRNA can also contribute to their dysregulation. During biogenesis, Drosha cleaves the pri-miRNA to produce a pre-miRNA molecule. By doing so, Drosha also determines one end of the mature miRNA molecule. It has been demonstrated that variation in the site at which Drosha cleavage occurs can produce multiple pre-miRNA molecules from a single pri-miRNA [135]. These pre-miRNA isoforms differ slightly in their 5' sequence, which may alters interaction with potential gene targets. Interestingly, this shift in Drosha cleavage was non-random and only occurred during the biogenesis of specific miRNA, suggesting that this alteration may be functionally important.

In addition, evidence also suggests that miRNA are subject to RNA editing, such as the conversion of adenosine residues into inosine (A-to-I) at specific editing sites [136]. Approximately 16% of pri-miRNAs undergo A-to-I editing [137], which has been demonstrated to interfere with both biogenesis and function of miRNA. A study by Yang and colleagues [138], demonstrated that A-to-I editing of pri-miR-142 interfered with the Drosha processing step, resulting in degradation of the edited pri-miRNA molecule and consequently, reduced expression of mature miR-142. Similarly, A-to-I editing of pri-miR-151 inhibited the Dicer processing step, which resulted in an accumulation of pre-miR-151 [139], suggesting this post-transcriptional regulation as a mechanism for altered miRNA expression levels. In addition, A-to-I editing has also been demonstrated to provide a mechanism for dysregulation of miRNA function. Editing within the miRNA seed region results in the generation of novel edited mature miRNA isoforms, with altered target specificity [140]. Whilst the role this plays in cancer remains to be elucidated, it does suggest that alterations in post-transcriptional processing of miRNA may play a role in tumorigenesis via dysregulation of miRNA expression and/or function.

5.7 miRNA AND TREATMENT RESISTANCE

Whilst the role of miRNA in the initiation, progression, and prognosis of cancer is well documented, the role of miRNA in the response to cancer therapy is less well known. Given the role of miRNA in regulating pathways involved in the cellular response to chemotherapy and radiation, such as cell cycle [141], apoptosis [55], survival [142], oxidative stress [143], and DNA repair [144], it is likely that miRNA are involved in the tumor response to anticancer therapy.

5.7.1 Role of miRNA in Chemoresistance

It is now becoming increasingly clear that miRNAs may also play important roles in resistance to chemotherapeutic drugs. With regard to cisplatin resistance, in the non-small-cell lung cancer (NSCLC) cell line A549, miR-181a, miR-181b, and miR-630 have been shown to be involved with cellular responses to cisplatin [145,146]. miR-181a enhances cisplatin-mediated cell death, via the induction of apoptosis through Bax oligomerization, mitochondrial
transmembrane potential dissipation, and proteolytic maturation of caspase-9 and caspase-3 [145]. miR-181b was found to be down-regulated in an isogenic model of cisplatin resistance in A549 cells (A549/CDDP), and overexpression of this miRNA decreased levels of Bcl2, enhancing sensitivity to cisplatin-induced cell death [146]. Of note, miR-181a has also been found to be both significantly down-regulated and associated with poor survival in primary NSCLC tissues [147,148], while in head and neck SCC cells, miR-181a was found to be down-regulated in response to cisplatin treatment [149].

miR-497 has been shown to be downregulated in a cisplatin-resistant NSCLC cell line (A549/CDDP). This was associated with increased expression of Bcl-2, and overexpression of exogenous miR-497 reduced Bcl2 protein levels and sensitized the A549/CDDP cells to cisplatin [150].

In the study by Kroemer and colleagues miR-630 was found to be up-regulated in A549 cells in response to cisplatin. This miRNA was subsequently demonstrated to attenuate the DNA damage response (phosphorylation of ATM, histone H2AX, and p53), with concomitant induction of p27(Kip1), decreased cell proliferation, and G0–G1 phase cell cycle arrest as opposed to the late G2–M cell cycle arrest normally mediated by cisplatin [145].

ZEB1 is a master regulator of the epithelial–mesenchymal transition (EMT). Reports have demonstrated that ZEB1 is important for this process in lung cancer through its regulation of many EMT genes, including E-cadherin [151–153]. Knockdown of ZEB1 results in the suppression of anchorage-independent cell growth of lung cancer cells [154]. Of note, the miR-200 family has been shown to target ZEB1 [67,155,156], and one of its members, miR-200c, has been shown to be down-regulated in NSCLC, resulting in an aggressive, invasive, and chemoresistant phenotype in NSCLC [157]. The loss of miR-200c expression occurs as a consequence of DNA CpG methylation, and re-expression was shown to restore the sensitivity of a drug-resistant cell line to cisplatin and cetuximab [157].

One of the well-established mechanisms involving cisplatin resistance concerns the overexpression of ERCC1. This DNA repair gene is involved in the repair of DNA adducts and stalled DNA replication forks, and its expression levels can predict both survival and cisplatin-based therapeutic benefit in patients with resected NSCLC [158,159]. In a cohort of patients for which ERCC1 expression and response to cisplatin therapy was known, Friboulet et al. identified miR-375 as significantly underexpressed in ERCC1-positive tumors [160]. Similar to miR-200c, this miRNA has also been shown to be epigenetically regulated by DNA CpG methylation [161].

It is becoming clear that miRNA may play important roles in tumor cell responses to chemotherapeutics, such as cisplatin. Many miRNA appear to be epigenetically silenced by DNA CpG methylation, and as such it may be possible to resensitize patients to cisplatin-based chemotherapy through the use of demethylating agents, such as Vidaza® or Decitabine®. Indeed reactivation of genes silenced by DNA CpG methylation can result in re-sensitivity to cisplatin in cell line models [162], and as such this strategy may work for miRNA.

### 5.7.2 Role of miRNA in Radioresistance

Radiation has been demonstrated to modulate miRNA expression in lung cancer [163], lymphoblastoma [164], colon cancer [165] and glioma [166] cell lines. Moreover, this radiation-mediated modulation of miRNA has been demonstrated to be dose-dependent [143], suggesting that miRNA play a functional role in the cellular response to radiation. In addition, altered basal miRNA expression has also been associated with radioresistance [167], suggesting a role for miRNA in determining the initial response to radiation.

Several studies have identified a direct role for miRNA in regulating pathways involved in the cellular response to radiation. Simone and colleagues demonstrated a role for miRNA in the
response to oxidative stress and DNA damage. Radiation significantly altered the expression of 17 miRNA in human fibroblast cells [143]. Interestingly, expression of all 17 miRNA were also modulated by treatment with the chemotherapeutic etoposide, which mimics the effect of radiation by inducing double-strand breaks and H$_2$O$_2$, which induces oxidative stress, suggesting a common role for these miRNA in the cellular response to genotoxic stress. Interestingly, the radiation-induced modulation of miRNA expression was inhibited by the addition of cysteine, a free radical scavenger that abrogates the effects of ionizing radiation (IR), suggesting a role for miRNA in the cellular response to oxidative stress. In addition, the study by He et al., which identified the p53-mediated regulation of the miR-34 family, highlighted a role for miR-34 in the DNA damage response to IR [113], supporting a role for miRNA in the regulation of pathways involved in the radioreponse.

Furthermore, miRNA have been demonstrated to play a role in modulating the cellular response to radiation. Inhibition of miR-221/222 sensitized glioma cells to radiation, which was mediated by abrogation of miR-221/222-mediated regulation of the cyclin-dependent kinase inhibitor p27(kip1) [168]. p27 is an important negative regulator of cell cycle progression, specifically the G1 phase arrest [169]. Loss of p27 is associated with a more aggressive cancer phenotype [170] and reduced survival in patients undergoing radiation therapy and surgery in prostate cancer [171]. Reduced expression is associated with a poor response to neoadjuvant chemoradiotherapy (CRT) in rectal cancer [172]. Thus, alterations in miR-221/222 expression may modulate the cellular response to radiation via regulation of p27. Another study demonstrated the miR-181a-mediated modulation of radiosensitivity in glioma cells [173]. miR-181a was down-regulated in response to radiation, however, ectopic expression significantly sensitized cells to the cytotoxic effects of radiation. Overexpression of miR-181a also resulted in down-regulation of the antiapoptotic Bcl2, indicating Bcl2 as a potential target of miR-181a. Bcl2 expression is associated with resistance to radiation in numerous cancers [174–176]. This suggests that down-regulation of miR-181a in glioma cells following exposure to radiation, provides a mechanism for radioresistance via abrogation of miR-181a-mediated regulation of Bcl2. A study by Kato and colleagues, demonstrated the miR-34-mediated modulation of radiosensitivity in breast cancer cells, and highlighted a role for miR-34 in the in vivo response to IR in C. elegans [177]. miRNA-mediated modulation of radiosensitivity has also been demonstrated in prostate cancer. miR-521 was significantly down-regulated in response to radiation in two prostate cancer cell lines, suggesting a role in the radiation response [178]. Modulation of miR-521 expression altered sensitivity to radiation, with overexpression inducing sensitivity, whilst inhibition induced resistance. The DNA repair protein CSA and the antioxidant enzyme MnSOD were identified as potential targets of miR-521, suggesting a mechanism for modulation of the radioreponse [178]. A study by Weidhaas and colleagues, demonstrated a role for let-7 in determining the sensitivity to radiation in lung cancer [179]. let-7 has been demonstrated to regulate the oncogene Ras, which is commonly overexpressed in cancer and has been shown to be critical for protection from radiation-induced cell death [180]. The authors identified a common radiation-induced pattern of miRNA expression in both normal and tumor lung cells, with seven members of the let-7 family significantly down-regulated, suggesting a common global miRNA response to radiation. Ectopic expression of let-7a and let-7b sensitized lung cancer cells to radiation whilst inhibition induced a radioprotective effect, suggesting a functional role for let-7 in the response to radiation in lung cancer. let-7 overexpression also induced sensitivity to radiation in C. elegans, which was indicated to be regulated, at least in part, via let-7-mediated regulation of Ras and other DNA damage response genes such as Rad51, Rad21, Cdc25, and Fancd2 [179]. This is supported by Oh et al., who demonstrated that overexpression of let-7a sensitized lung cancer cells to radiation, via regulation of Ras [181].

A role for miRNA in the in vivo radiation response has also been demonstrated. Svoboda et al. identified the up-regulation of miR-137 and miR-125b in rectal tumor biopsies 2 weeks after the initiation of neoadjuvant capecitabine CRT, suggesting a role for these miRNA in the
tumor response to CRT. Furthermore, increased expression of both miRNA was associated with a poor response to CRT [182]. A study by Wang and colleagues demonstrated significantly altered expression of just 12 miRNA in resected lung tissue of patients who were resistant and sensitive to adjuvant radiation therapy. Additionally, miR-126, which was up-regulated in radiosensitive tumor tissue, was demonstrated to inhibit proliferation and induce IR-mediated apoptosis via the PI3K-AKT pathway in vitro. miR-126 also enhanced radiosensitivity in vitro [183]. Therefore, the down-regulation of miR-126 in tumor tissue may provide a mechanism for resistance to radiation therapy in vivo, via enhanced proliferation and evasion of IR-induced apoptosis.

Taken together these studies strongly suggest a role for altered miRNA expression as a mechanism for resistance to radiation. Furthermore, they strongly suggest a role for miRNA as both predictive biomarkers of response to radiation, and potential novel therapeutics with which to enhance the efficacy of radiation therapy.

5.8 CLINICAL APPLICATIONS

miRNA have been shown to be intimately involved in the oncogenic process, and as such they may also be exploited in the clinical setting for diagnostic, prognostic, and therapeutic applications. miRNA array profiling has revealed unique, tissue-specific miRNA profiles that may be useful in the clinical situation. Previously, gene expression profiling has been used in a diagnostic and prognostic capacity, as well as in predicting treatment outcome, but these approaches have not translated well into a routine clinical setting for numerous reasons. For example, most of the techniques require fresh tumor material, or have issues with reproducibility, have complicated bioinformatics due to large data sets, and/or are not cost-effective. Presently, in an evolving field, employing miRNA in diagnostics may be of more efficient clinical utility. The number of miRNA for profiling is far fewer than the number of genes. miRNA are also very short in length, and as such are highly stable, hence they are not subject to the same degradation problems as mRNA. Many investigators now agree that given the direct involvement of miRNA in the regulation of protein expression, miRNA expression profiles may be superior to gene expression profiles for clinical applications, since only a small number of mRNA are regulatory molecules [184].

miRNA profiles can be used to discriminate between normal and malignant tissue, in cancers such as lung [62], colorectal [185], breast, pancreatic [186,187], hepatocellular [188], and CLL [189], among others. Additionally, it is possible to delineate and stratify tumors of the same organ of origin, but that have different histologies, for example pulmonary adenocarcinoma and squamous cell carcinoma [62] and endocrine and acinar pancreatic tumors [186]. In a similar fashion, miRNA profiles may also be employed as prognostic indicators for factors such as therapeutic outcome and overall survival, in cancers such as lung [190], esophageal [191], gastric [192], osteosarcoma [193], and breast [194,195]. Many studies have identified gene expression profiles that are predictive of therapeutic benefit, in a variety of cancer types, including breast [196,197], esophageal [198], and colon [199,200]. For breast cancer, these gene signatures have led to the development of clinical diagnostics, such as the Mammaprint [201] and Oncotype DX [202] signature arrays. Perhaps, the future may provide a miRNA-based diagnostic for prognostication in cancer patients.

A significant advantage of miRNA from a clinical perspective is the recent finding that they can be found free in circulation and can be purified from serum and plasma [203–205]. Due to their small size, miRNA are highly stable molecules in serum, being protected from RNases, and may be ideal candidates for the development of relatively non-invasive screening tests.

A company called mirna therapeutics have developed a new type of anticancer miRNA technology, which involves using chemically modified synthetic miRNA mimics and a liposomal-based delivery system to reintroduce a down regulated miRNA back into tumors in vivo.
This strategy may be used to reintroduce miRNA that are important for tumor cell responsiveness to other anticancer therapeutics. It is favorable to a gene therapy approach, as rather than altering a single gene, which will have limited cellular impact, altering a single miRNA will have multiple downstream effects on tumor cells in terms of signaling pathways and effector molecules. Indeed a similar strategy has been employed in the treatment of the hepatitis C virus (HCV). It is known that miR-122 is a liver-specific miRNA essential for HCV replication [208]. It has been shown that HCV replication in liver can be dramatically reduced using oligonucleotide inhibitors of miR-122 [209]. This anti-miR-122 (miraviren) HCV treatment strategy is now in phase II clinical trials. A possibility for the future lies in miRNA replacement therapy for cancer.
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6.1 INTRODUCTION

Condensation of DNA is achieved by the interaction of basic proteins called histones that encircle 147 bp of DNA forming a structure called the nucleosome [1,2]. The histones are arranged as dimers of each subunit; H2A, H2B, H3, and H4 in the octet [2]. Histone H1 is independent of the octet but helps tether the nucleosome complex [2]. The octect complex with the DNA is so arranged that certain amino acid residues of the histones extend out serving as regulatory substrates for nucleosomal stability [1]. These substrates establish the condensed and decondensed states of the chromatin [1]. Condensation of the chromatin prevents the transcriptome machinery from binding and consequently inhibits gene expression. However, when these projected tails are modified through enzymatic transformations such as acetylation, methylation, phosphorylation, sumoylation, and ubiquitination, the accessibility of DNA changes based on the residue modified [3]. Interestingly, current research has emphasized the roles of these modifications in the transformation process of a normal cell to a tumorigenic phenotype by creating imbalances in net expression of tumor suppressor versus oncogenes or overall genomic imbalances [4]. These covalent modifications are reversible and therefore can have profound impacts on the cellular phenotype when the activities of the enzymes that mediate these modifications are altered. Intense interest has been directed toward the mechanistic pathways of these modifications in carcinogenesis. However, substrate specificity and residue-specific alterations still need to be ascertained.

In addition to histone modifications, CpG dinucleotides can be subjected to epigenetic changes by the methylation of cytosine residues [5,6]. These methylation patterns are heritable and are governed by four isoforms of DNA methyltransferases; DNMT1, DNMT3a, DNMT3b,
Another area of epigenetics that still requires further exploration and can potentially compound the effects of chromatin epigenomics in a neoplastic cell is the epigenetic regulation of non-histone proteins. Epigenetic regulations of non-histone proteins can drastically affect pathways within the cell, the cell cyclical controls, and cellular phenotypes. For example, acetylation of key residues of p53 stabilizes the protein and thus the cell cyclical function with which it is associated [7,8]. This chapter discusses the current treatments that are designed to target epigenetic enzymes with the hope of reversing the epigenome of cancerous cells. Non-histone protein modifications are also important in cancerous cells and therefore the current approaches to therapy aimed at targeting non-histone proteins will also be discussed.

6.2 HISTONE ACETYLATION

Positively charged amino acids such as lysine (K) and arginine (R) located at amino (−NH₂) terminal ends of histones are variously modified (Figure 6.1) [3]. Histones are preferentially methylated or phosphorylated at arginine residues and acetylated at lysine residues [3,9]. Acetylation of lysines initiates active gene expression. Acetylation of histone residues not only establishes euchromatin states but has crucial roles in nucleosome assembly and maintenance of chromatin states that affect various phases of the cell, including DNA repair [9–11]. Currently, no mathematical models are available that can determine the exact pattern of epigenetic marks which alter sets of genes in cancer tissues. Another hindrance in determining these marks is that these chemical transformations are dynamic and affect the genome globally.

**FIGURE 6.1**
Effects of acetylation and methylation on histone residues. The red circle represents acetyl groups, the yellow circle symbolizes methylation and the green symbolizes methylation of arginine residue. Acetylation of lysine residues is associated with gene expression whereas methylation-mediated expression is dependent on the residue methylated and the position. These reversible processes exerted by epigenetic enzymes HATs, HDACs, and HMTs largely affect genomic stabilities, local gene expression, and factors governing cell fate or phenotype. This figure is reproduced in the color plate section.
rather than at specific targets. However, certain histone-lysine residues are specifically acetylated or deacetylated at key positions. Histone acetyltransferases (HATs) are enzymes that orchestrate the acetylation of histones and are placed in three superfamilies based on homologies to the yeast class of HATs; GNAT (Gcn5-related N-acetyltransferase), MYST (MOZ, Ybf2/Sas3, Sas2 and TIP60), and p300/CBP145 [4]. In a few cancers, dysregulation of HAT activities by mutations in the HAT genes or the dysfunction of the gene by translocations account for tumor promotion [4]. In breast cancer cells, NCOA3 (AIB1) is overexpressed and in certain leukemias, p300, CBP, and MYST3 (MOZ) translocations are observed [4]. Targeting HAT activity can affect the acetylation patterns and possibly control the expression of oncoproteins that are overexpressed.

6.3 HISTONE DEACETYLASES

The dynamic equilibrium of chromatin architecture is finely regulated by the activity of HATs and HDACs. In most cancers, HATs are mutated and include chromosomal translocations of the respective HAT, but HDACs are frequently overexpressed [12]. Certain cofactors exhibit intrinsic HAT or HDAC activity and in most instances the effects are conglomerative with other complexes. Therefore aberrant recruitment of HDACs to transcription factors that affect genes such as oncogenes or tumor suppressor genes or their expression may facilitate a switch from normal to abnormal phenotype. A total of 18 HDACs have been identified and are classified into four major classes [4]. The classification of HDACs is based on the homology of the catalytic site [13]. Class IV HDACs exhibit homologies similar to class I and II HDACs [4]. The Sir2 HDACs have prominent roles in DNA repair and different Sir2s have varied nuclear functional roles [14,15]. Chromatin organization is a well-studied area; however, the actual roles of HDACs at the gene level and their roles in specific cancers still require further elucidation. In vitro analysis of the effects of HDAC inhibitors has demonstrated their profound effects on inhibiting cell proliferation, and inducing cell differentiation and apoptosis [4]. HDAC inhibitors are considered important tools in cancer therapeutics and are currently being evaluated for their therapeutic efficacies in vitro and in clinical trials. HDAC inhibitors tested to date fall under four categories, short-chain fatty acids (SCFA), hydroxamic acid derivatives, benzamidines, and cyclic tetrapeptides [4] (Table 6.1). Inhibition of HDACs increases the acetylation levels of specific histone residues and in some instances increases stabilities of non-histone proteins, both of which are essential to gene regulatory functions (Figure 6.2). These observations have been supported by gene expression profiling studies [16]. Of about 1750 proteins that have been identified to be acetylated at lysine residues, 200 of these become modified in the presence of HDAC inhibitors and represent a significant number that may contribute to changes in gene expression and probably initiate antitumor activity [16]. What needs to be determined however is the substrate specificities for each HDAC and what drugs are specific for each HDAC.

<table>
<thead>
<tr>
<th>Class</th>
<th>Type</th>
<th>Compound</th>
<th>Class of HDAC Inhibited</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Short-chain fatty acid (SCFA)</td>
<td>Sodium butyrate, Valproate, Phenylbutyrate</td>
<td>Class I and II</td>
<td>[4]</td>
</tr>
<tr>
<td>II</td>
<td>Hydroxamic acid derivatives</td>
<td>Vorinostat, Belinostat (PXD-101), Panobinostat (LBH-589)</td>
<td>Class II</td>
<td>[4]</td>
</tr>
<tr>
<td>III</td>
<td>Benzamindes</td>
<td>Entinostat (SNDX-275)</td>
<td>Class I</td>
<td>[4]</td>
</tr>
<tr>
<td>IV</td>
<td>Cyclic tetrapeptides</td>
<td>Romidepsin (FK-228)</td>
<td>Not determined</td>
<td>[4]</td>
</tr>
</tbody>
</table>
6.4 HISTONE METHYLATION AND DEMETHYLATION

Histone acetylation is key to promoting gene expression. Acetylated lysines are always associated with gene expression but their methylation status contributes to varied gene expression and primarily depends on the position and form of the methylated lysine residue (Figure 6.1). Lysines exist in mono-, di-, and tri-methylated forms and in some instances the same lysine can be acetylated or methylated, for example, K4 and K9 residues of histone H3 [17]. However, in this instance the acetylated lysine status will not govern the methylated status of the same lysine in the histone [17]. In other cases, either acetylation or methylation will influence the covalent modified status of the neighboring lysine residues and the summation of these effects will determine the outcome. A commonly found histone pattern in many cancers is the loss of H4K16 acetylation and H4K20 tri-methylation [18].

Patterns affect the histone residues globally or histones of gene-specific loci can independently influence cancer outcomes (Table 6.2). This implies that when tumor suppressor genes are down-regulated by hypermethylation, oncogenes may be stimulated by acetylation or
hypomethylation. For example, hypermethylation of H3K79 promotes leukemogenesis [24]. Tumor-specific epigenetic abnormalities can stem from altered modifications of the histone residues, and/or altered expression of the enzymes that catalyze the modifications. These changes are driven by mutations or chromosomal rearrangement of genes that code for epigenetic enzymes regardless of their epigenetic modification. As shown in Table 6.2, medulloblastoma arises from the hypomethylation of H3K9, and the loss of H3K9 methyltransferase; amplification of demethylases or acetyltransferases could trigger the outcome observed. Hyperacetylation of H3K9 could inhibit the methylation of its residue.

Like DNA, histone lysine residues are methylated by the activity of methyltransferases and utilize S-adenosyl methionine (SAM) in catalyzing the transfer of the methyl group to specific histone residues [6]. The methyltransferases are specific based on the residues they target. Protein lysine methyltransferases (PKMTs) and arginine methyltransferases (PRMTs) are specific for lysine and arginine residues respectively, and mediate mono-, di-, and tri-methylation. PRMTs primarily catalyze mono- and di-methylation of histone arginine residues 2, 8, 17, and 26 of H3 and arginine residue 3 of H4 [25]. PKMTs have a conserved SET domain that is required for the methyltransferase activity and several of these have been implicated in cancers [25]. H3K27 methylation is mediated by a PKMT called EZH2 [26,27], but this enzyme is over-expressed in many tumors and appears to have major roles in cancer aggressiveness as seen in breast and prostate tissues [26,27]. In another case, leukemogenesis is promoted by the aberrant recruitment of H3K9 non-SET domain DOT1L [28]. Most of the tumor-related effects of HMTs are associated with the over-expression, amplification, and translocation of the genes coding the enzymes. Some of these include SMYD3 [29], CARM1 [30], and PRMT1 [31]. Drugs that can inhibit the activities of these enzymes are currently being investigated and a certain few are showing great promise in clinical trials. 3-Deazaneplanocin (DZNep) is a compound that targets HMTs, including EZH2, and is instrumental in inducing global hypomethylation at several lysine residues and includes H3K27 and H4K20 [32]. As seen with HDACs, in vitro analysis of DZNep treatment of tumor cell lines induced apoptosis through the activation of key target genes [32]. A combination of a HMT and HDAC inhibitors may profoundly affect the synergistic induction of apoptosis and has been demonstrated in colon cancer cells [33,34].

Like with most chemical compounds, non-specific and indirect mechanisms of action may limit their clinical applications. Certain generic compounds may inhibit HMT activity directly with low to no specificity (generic analogs of SAM such as S-adenosyl homocysteine (SAH) and sinefungin) [35]. However, more selective compounds have been identified through current screening methods. A fungal mycotoxin, chaetocin, is a potent inhibitor of H3K9 HMTases SUV39H1 and G9a (EHMT2) at IC₅₀ concentrations of 0.8 mM and 2.5 mM, respectively [36,37]. This compound specifically depletes H3K9 di- and tri-methylation levels. However the

<table>
<thead>
<tr>
<th>Histone</th>
<th>Residue</th>
<th>Change in Histone Pattern</th>
<th>Type of Cancer</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>H3</td>
<td>K16</td>
<td>Loss of acetylation</td>
<td>Cancer</td>
<td>[18]</td>
</tr>
<tr>
<td></td>
<td>K20</td>
<td>Loss of trimethylation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H3</td>
<td>K9</td>
<td>Hypomethylation</td>
<td>Medulloblastoma</td>
<td>[19]</td>
</tr>
<tr>
<td>H3</td>
<td>K4</td>
<td>Global decrease in methylation</td>
<td>Poor prognosis or increased risk of recurrence in prostate, breast, kidney, lung, and ovarian cancer</td>
<td>[20,21]</td>
</tr>
<tr>
<td>H3</td>
<td>K18</td>
<td>Global decrease in acetylation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H3</td>
<td>K9</td>
<td>Global decrease in methylation</td>
<td>Kidney, lung, and ovarian cancer</td>
<td>[22,23]</td>
</tr>
<tr>
<td>H3</td>
<td>K27</td>
<td>Global decrease in tri-methylation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H3</td>
<td>K9</td>
<td>Hypermethylation</td>
<td>Silences tumor suppressor genes in colorectal, breast and prostate cancer</td>
<td></td>
</tr>
<tr>
<td>H3</td>
<td>K27</td>
<td>Hypermethylation</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
compound exhibits cytotoxic effects independent of its inhibitory activity. Another non-SAM-competitive inhibitor of HMT G9a, BIX-01294 has been effective at 1.7 mM and the inhibition is selective toward HMTs with SET domains such as SETDB1 (ESET), and SETD7 (SET7/9) [38,39]. BIX-01294 was found after screening 12 500 compounds and is specific in action towards H3K9me2, reducing the di-methylated levels in mammalian cells. Structural analysis of the SET domain reveals that the compound binds to the H3 substrate-binding groove [38]. Both natural and chemical analogs with similar affinities to SET domains can serve as suitable inhibitors in cancer treatments. Once the mechanistic action is determined, the compounds can be modified to improve concentration efficacies and minimize non-specific or cytotoxic effects. Similar inhibitors towards PRMTs, have been found [40]. However, more robust inhibitors are yet to be discovered as the current PRMT inhibitors are non-specific and have low selectivity and activity. Pyrazole-containing CARM1 inhibitors with lower but highly potent IC₅₀ concentrations have been reported [41]. It is encouraging that such molecules targeting essential epigenetic enzymes can potentially reverse epigenetic-mediated cancerous phenotypes and that further optimizations and discoveries of effective yet non-cytotoxic drugs need to be identified for clinical testing.

Histone demethylases (HDMs) promote hypomethylation of their target residues and the gene output is determined by the residue, or position demethylated and/or gene-specific target that is demethylated. Therapeutically, targeting HDMs can be of significant importance as oncogenes that are normally expressed through histone hypomethylation of their promoters can be switched off by hypermethylation. Certainly, smaller molecules with effective catalytic inhibitory activity toward HDMs are valuable and screening for such compounds is crucial. HDMs catalyze the removal of methyl groups from lysine residues in two ways. First by the amine oxidation reaction which is specific for mono- and di-methylated residues and second by the hydroxylation of methylated residues creating an unstable intermediate that degrades to release formaldehyde [42]. The second process is specific towards mono-, di-, and tri-methylated residues. The first process requires FAD and the second uses alpha-ketoglutarate and iron as cofactors [42]. The only known HDM to date is lysine-specific demethylase 1 (LSD1) which mediates its demethylating action through the amine oxidation process [43]. The family of Jumonji (JmjC) domain-containing proteins demethylate by the hydroxylation of the methyl groups and includes JARID1B (PLU-1) and Jumonji C (JMJC) 4 domain-containing protein (JMJD2C) [42]. These HDMs have been implicated in tumor progression as well. LSD1 has varied roles in terms of the residues it catalyzes. H3K4 mono- or di-methylated residues are demethylated by LSD1 in conjunction with corepressor RE1-silencing transcription factor (CoREST) [44]. However, H3K9 mono- and di- methylated marks are demethylated by LSD1, in which it interacts with androgen receptor (AR) as a coactivator to enhance the demethylating function [45]. This enzyme is over-expressed in certain cancers and has been reported to be associated with aggressive prostate cancer and poorly differentiated neuroblastomas.

Since LSD1 is homologous to monoamine oxidases (MAO) [46], molecules that are effective against MAO can inhibit the activity of LSD1. One such inhibitor is the tranylcypromine. When used, this inhibitor increases the di-methylated levels of H3K4 both in vitro and in vivo and inhibits the neuroblastoma tumor growth [47]. LSD1 has been found to be inhibited by polyamine compounds, a few of which have shown remarkable positive outcomes in colon cancer cells [47]. These compounds increase the mono- and di-methylated H3K4 levels and reexpress many silenced genes important in colon cancer development. In breast and prostate cancer, the HMD, JARID1B, is overexpressed and demethylates H3K4me3 that induces cell proliferation, inhibits tumor suppressor functions, and results in AR coactivation [48]. JMJD2C, a H3K9me2/3 demethylase, is amplified and overexpressed in esophageal squamous carcinoma and targeting this enzyme has been proven effective in inhibiting esophageal squamous cell growth in vitro [49]. JMJD2C in conjunction with LSD1 enhances AR-dependent gene expression in prostate cancer where this enzyme is overexpressed [50].
Targeting the enzyme or cofactor can effectively inhibit the activity of HDMs such as JmjC. For example, derivatives of noggin (NOG), analog of alpha-ketoglutarate, are effective against members of the Jumonji-C family of HDMs and a dimethylester of NOG (DMOG) showing cellular activity has been reported [51]. However, these molecules that are being used as HDM inhibitors are effective at much higher concentrations. Further screening of potential drugs with higher efficacies and potencies at lower concentrations is still required and the knowledge of the structural configurations of LSD1 and JMJD2C can assist in the find.

6.5 DNA METHYLATION

The architectural configuration of the nucleosome is strictly governed by histones and their covalent modifications. However, the DNA encompassed by the histone octet dictates cellular functions and stability. Apart from the normally associated transcription factors with promoters, methylation of CpG residues is another important mechanism regulating gene expression. Aberrant expression of this predominant epigenetic modification has been reported to play significant roles in a variety of diseases, including cancers. Fortunately, CpG methylation can be reversed and therefore this heritable change when exposed to demethylating compounds or compounds that inhibit the catalytic function of the enzyme itself (DNMTs), presents as potential cancer therapeutic tools. DNMTs are required for CpG methylation and small molecules that can target these enzymes are being tested in vitro as well as in clinical trials. The very first DNMT inhibitor was Vidaza (5-azacytidine) and was approved for use by the US Food and Drug Administration (FDA) as treatment against myelodysplastic syndrome (MDS) [52,53]. Another molecule, Dacogen (3-aza-2'-deoxycytidine, or decitabine) developed by MGI Pharma Inc. (Bloomington, MN, USA) has also been used to treat MDS [52,53]. These compounds facilitate their action through both methylation-dependent and -independent pathways and in some cases direct proteasomal degradation of the enzyme has been reported [53]. In theory, the use of these inhibitors is aimed at reversing the expression of methylation-silenced critical gene expression. Clinical trials using these molecules have shown great potential as therapeutic agents against leukemia, including MDS, acute myeloid leukemia, chronic myelogenous leukemia, and chronic myelomonocytic leukemia [53]. So far, the therapeutic improvements are seen against leukemias, although this is not the case with solid tumors since it is likely that a multitude of factors govern the growth of the mass. Cellular toxicity is also a major concern and the use of these molecules triggers cell cycle arrest by their integration into the DNA molecule itself. Therefore, it is imperative to develop or screen for drugs that have less cytotoxicity and more efficacy at lower concentrations. Another concern is the relatively low stability of these compounds in vivo and therefore modifications that enhance their stability are to be considered when selecting the drug as a chemotherapeutic agent. It is imperative to design and develop drugs that are relatively stable, mediate the degradations of DNMTs without incorporation into DNA, and facilitate gene expression crucial to cell differentiation and apoptotic pathways.

In mammalian cells, DNMTs exist as four active forms, DNMT1, DNMT3a, DNMT3b, and DNMT3L and either singly or in combination catalyze the methylome patterning crucial to gametogenesis, embryogenesis, development, and carcinogenesis [54]. Structural analysis of these enzymes shows that the catalytic domain resides in the C-terminal region of the protein with the N-terminal essential for DNA recognition states, hemimethylated versus unmethylated. DNMT3a is ubiquitously expressed and DNMT3b is present at very low levels with the exception of a few tissues [55]. These levels change in tumor cells and global hypomethylation and regional hypermethylation of specific genes becomes an apparent pattern and has been reported to be the case in cervical, prostate, and metastatic hepatocellular carcinoma [55]. Most preclinical studies focus on the hypermethylation of key genes, in some cases tumor suppressor genes and others oncogenes and the correlation of DNMT levels, methylation
patterns of the promoters, and gene expression. There appears to be some level of correlation between DNMT levels and hypermethylation; however, regression analysis does not seem to support this one-to-one correlation indicative of a much more complex regulatory mechanism in vivo [55]. Some of the commonly reported hypermethylated genes include RAR, RASSF1A, CDNK2A, CHD13, APC, p15, and p16 [56]. p15 is used as a marker to determine leukemia transformation, and in some other tumors the levels of hypermethylation of tumor suppressor genes determine the stage of the tumor [57]. Inhibitors of DNMTs are grouped under two categories, those that interfere with the methylation of cytosine residues by chelating into the DNA complex and second, the non-nucleosides that target DNMT activity or stability (Table 6.3).

Results from both non-nucleoside and nucleoside DNMT inhibitors (DNMTi) in preclinical and clinical settings are encouraging but many of these have drawbacks that need to be revamped. Certainly the need to screen for and design small molecules with potent DNMTi activity, less cytotoxicity, and improved specificities is very evident and significant progress has been made in this direction. Combination treatments of two nucleosides and two non-nucleosides are in progress and the data generated from in vitro studies have shown remarkable synergistic DNA-hypermethylating activity. These have been well described in a review by Jiang S-W [55].

**6.6 ACETYLATION OF NON-HISTONE PROTEINS**

Histones are the likely targets for reversible modifications and much focus has been on understanding the roles of these modifications in cellular processes and the enzymes that catalyze these chemistries. However, gene products, primarily proteins, are in many ways subjected to similar regulations, of which acetylation and phosphorylation are key modifications. Many cellular processes are governed by the activity of proteins and are involved in cell signaling, transcription, and even protein degradation (Figure 6.2). Reviews on the acetylation of non-histone proteins are limited, yet this protein modification in conjunction with histone modifications is very relevant to cancer epigenomics. Acetylation of proteins can affect many aspects of protein function as shown in Figure 6.2. Especially pertinent are the effects of acetylation on p53 (tumor suppressor), nuclear factor-kB (NF-kB) (metastatic gene), and myelocytomatosis oncogene (c-Myc) (oncogene) and the plausible roles of indirect effects of HAT/HDAC inhibitors on these proteins in restoring normal cellular phenotypes.

Protein p53 is essential to many cell regulatory functions, and in particular, is important to rescue a cell from DNA damage and maintain normal cell division [58]. As seen in many cancers, p53 is mutated and the protein is dysfunctional, contributing to a tumorigenic phenotype. Activation of p53 in cells requires the phosphorylation of the protein that promotes the acetylation of key lysine residues 120, 164, 320, 370, 372, 373, 381, 382, and 386 mediated by different acetyltransferases [59,60]. Although controversial, findings strongly support that acetylation of p53 at the C-terminus end favorably enhances the DNA binding ability of the protein to its target genes [60]. K120 and K164 along with the C-terminus are required for p53 activity, and single-site mutational losses can be rescued by the acetylation of key functional residues [60]. Acetylation of p53 K120 by specific HATs, such as Tip60 and hMOF, induces genes of the apoptotic pathway [60]. When K382 is acetylated, p53 recruits CREB binding protein (CBP) that further enhances the transcription of genes, suggestive of coactivator functions [60]. In all, acetylation of p53 improves the stability and binding ability of p53, allowing for recruitment of coactivators to the transcriptional binding sites in the promoters of genes crucial to cell cycle regulatory functions, such as for p21. Therefore, HDAC inhibitors that increase acetylated levels can contribute to a much more stable p53 even when it is mutated and can enhance its DNA-binding abilities, which otherwise would be ineffective. Further studies are necessary to validate the roles of key acetylated residues that improve the DNA-binding ability of p53 in the mutated form.
<table>
<thead>
<tr>
<th>Type</th>
<th>DNMTi</th>
<th>Structure</th>
<th>Mode of Action</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nucleoside</td>
<td>Azacytidine (5-aza-CR)</td>
<td><img src="image" alt="Azacytidine Structure" /></td>
<td>Incorporates into RNA affecting nuclear and cytoplasmic RNA metabolism and related functions including protein synthesis</td>
<td>Incorporates into DNA as 5-Aza-dCTP trapping DNMT and rendering it susceptible to proteasomal degradation</td>
<td>Is effective at lower concentration. Acts on the S-phase of the cell cycle and therefore is very effective against highly proliferative cells</td>
<td>[55]</td>
</tr>
<tr>
<td></td>
<td>Deoxycytidine (5-aza-2'-deoxycytidine; 5-aza-CdR)</td>
<td><img src="image" alt="Deoxycytidine Structure" /></td>
<td>Interferes with the intermediate of DNMT-DNA covalent reaction; Traps and inactivates DNMTs</td>
<td>Advantage similar to azacytidine</td>
<td>Disadvantage similar to azacytidine</td>
<td>[55]</td>
</tr>
<tr>
<td></td>
<td>Zebularine (1- ((β-D-ribofuranosyl)-2(1H)-pyrimidinone)</td>
<td><img src="image" alt="Zebularine Structure" /></td>
<td>Forms a covalent complex with DNMT and cytidine deaminase</td>
<td>Less cytotoxic and can be given for extended periods of time. Higher stability in vivo and therefore can be administered orally. Enhances chemo- and radiosensitivity of the tumor cell. Has angiostatic and antimitogenic properties</td>
<td>Unknown</td>
<td>[55]</td>
</tr>
</tbody>
</table>

Continued
<table>
<thead>
<tr>
<th>Type</th>
<th>DNMTi</th>
<th>Structure</th>
<th>Mode of Action</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nucleoside inhibitors</td>
<td>5-Fluoro-2'-deoxycytidine (FdCyd, NSC 48006)</td>
<td><img src="image" alt="Structure" /></td>
<td>Inhibits cytidine deaminase. Prevents the transfer of the methyl moiety at the β-elimination step mediated by DNMT. Traps DNMT in the covalent complex inhibiting its function</td>
<td>Unknown</td>
<td>Generation of 5-fluorodeoxyuridine as a metabolite in vivo which is potentially toxic</td>
<td>[55]</td>
</tr>
<tr>
<td>Non-nucleoside inhibitors</td>
<td>Procaine</td>
<td><img src="image" alt="Structure" /></td>
<td>Demethylates CpG-rich residues by binding to them preventing DNMTs from binding. Reduces cell viability and causes growth inhibition</td>
<td>Effective at very high concentrations (µM) and is cell-type specific</td>
<td>Pyrrolidine (procaine derivative) highly effective in demethylating and is considered a potential compound to be pursued as a DNMTi</td>
<td>[55]</td>
</tr>
<tr>
<td>Type</td>
<td>DNMTi</td>
<td>Structure</td>
<td>Mode of Action</td>
<td>Advantages</td>
<td>Disadvantages</td>
<td>Reference</td>
</tr>
<tr>
<td>------</td>
<td>-------</td>
<td>-----------</td>
<td>----------------</td>
<td>------------</td>
<td>---------------</td>
<td>-----------</td>
</tr>
<tr>
<td></td>
<td>Hydralazine</td>
<td><img src="image" alt="Structure" /></td>
<td>Specifically inhibits DNMT1 activity and induces hypomethylation. Blocks enzyme catalytic activity</td>
<td>Combination studies with other epigenetic inhibitors make it well tolerable and effective against solid tumors. The efficacy of this compound has also been tested in cervical cancers using oral doses indicative of higher stability</td>
<td>Unknown</td>
<td>[55]</td>
</tr>
<tr>
<td></td>
<td>RG108</td>
<td><img src="image" alt="Structure" /></td>
<td>Exact mechanism not fully understood. Direct interaction with DNMTs or binding to CpG-rich sites are plausible explanations</td>
<td>Studies have shown that the satellite DNA are left intact and hypomethylation is observed at tumor suppressor genes. Conserving the methylation patterns of satellite DNA ensures that chromosomal stability is achieved</td>
<td>Unknown</td>
<td>[55]</td>
</tr>
</tbody>
</table>
NF-κB is an important gene of the immune system and is observed to be important in the inflammatory process. This gene is also essential to cell survival, differentiation, and proliferation and is reported to be overexpressed in many tumors that are aggressive and metastatic [60]. Nuclear activation of NF-κB target genes occur only when the protein is acetylated but otherwise exists as an inactive complex tethered by Iκ-B inhibitor [60]. The ubiquitination-mediated degradation of Iκ-B initiated by its phosphorylation, frees the NF-κB that translocates to the nucleus and binds to its target sequence. The NF-κB is a complex of p50, p52, p65(ReLa), c-Rel, and RelB [60]. In mammals, the p50/p65 heterodimer is the most commonly found complex [60]. Modifications of these dimers are essential to many of its downstream functions. Phosphorylation of p65 initiates its acetylation at multiple sites mediated by the recruitment of p300/CPB. NF-κB target gene expression is enhanced greatly when its K221 and K310 residues are acetylated and the full activity of the protein is dependent on this modification [61]. This observation is supported by the fact that SIRT1 deacetylation of p65 K310, HDAC1, and HDAC3 deacetylation of K221 or K310 inhibits transcription of its target genes [61]. Acetylation of NF-κB supports many functions and the acetylation of K122 and K123 enhances the export of the protein and re-association with IκB forming an inactive complex [62]. When p50 subunit is acetylated at positions K431, K440, and K441 the protein molecules bind with a higher affinity to its target gene sequences [63,64]. Thus the role of acetylation in NF-κB is many-fold. Since this gene is deregulated in many diseases including cancers a further investigation into the application of HDACi or HATi in regulating NF-κB functions is warranted.

Overexpression of c-Myc has been documented in many cancers. c-Myc binds and activates target genes as a complex with Max [64]. However, regulatory functions of the complex are solely through the transcription activation domain (TAD) of c-Myc located at the N-terminus [64]. This domain interacts with HATs, such as GCN5 and Tip60, forming coactivator complexes [64]. The c-Myc interacts with p300 via its TAD region that acetylates lysines at several positions between the TAD and DNA-binding regions of the protein, enhancing Myc turnover [64]. Thus, HAT-specific interactions with c-Myc dictate its stability and turnover in mammalian cells, and molecules that target these interactions by the induction of deacetylated levels are promising strategies in cancer therapy.

6.7 FUTURE DIRECTIONS

Epigenetic phenomena affect histone and non-histone proteins and molecular compounds that target enzymes influencing these roles are important to further develop. Drawbacks of compounds such as those with high cytotoxicity, low specificity, and low stability all have to be considered when selecting an antiepigenetic compound promoting antitumor activity. One way of improving drug design or compound efficacy is by a dual approach which has been proven to be much more efficient as seen with 5 azacytidine and other chemical compounds. Further work in these areas is therefore warranted. In addition to drug-based compounds, natural plant-based products with similar characteristics need to be screened and tested.
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7.1 INTRODUCTION

The spectrum of neurobehavioral diseases, recently named brain diseases by the United States National Institute of Mental Health (NIMH) perhaps to counteract stigma associated with these diseases, includes rare single gene diseases like Huntington’s disease (HD) along with common multifactorial and multilevel diseases with genetic and environmental factors, such as schizophrenia (SZ), autism spectrum disorder (ASD), and bipolar disease (BD) (formerly manic depressive disease). Common neurodegenerative diseases associated with aging are dementia, Alzheimer’s and Parkinson’s diseases (discussed in Chapter 9). Alzheimer’s disease and prion diseases are epigenomic “templating” diseases that involve the formation of pathogenic proteins [1].

Neurodevelopmental disorders such as Rett (RTT) and Fragile X (FRAX) syndromes are discussed briefly here and in Chapter 8. These diseases arise from specific defects in epigenomic processes at specific genetic loci. Another class of neurobehavioral diseases is substance abuse. These diseases have well-defined environmental triggers (e.g. alcohol or cocaine) that perturb neurobehavioral processes. Here, our emphasis is on SZ, but included are observations on BP and ASD because of their shared features. These disorders have many characteristics in common with rare neurobehavioral disorders with well-defined genetic causes, but like other common (cancer and cardiovascular) diseases have strong epigenomic and environmental components.
An issue with neurobehavioral diseases is that the targets are fuzzy. Here, we have attempted to cover issues that are important in understanding epigenomic (another fuzzy term) aspects of these diseases. Not surprisingly a complete picture is not possible, instead we show where links are known to exist. Other links may not exist or may not have been studied. A glossary of terms is presented at the end of the chapter to aid the reader.

7.2 WHAT IS THE EPIGENOME?

Although the term “epigenetics” was first used by Waddington in the 1940s, this field of science has multiple origins. As originally defined by Waddington, epigenetics is: “All those events which lead to the unfolding of the genetic program for development.” This definition was non-specific because although Waddington did not propose or know of any mechanisms to connect genetics with development, importantly he linked these two aspects of biology. The idea was that development of a multicellular organism involving differentiation of primordial totipotent cells into specific cells and tissues was like a ball moving down a landscape of branching valleys to its final destination (Figure 7.1). Independently, the term epigenetics was invoked to explain a variety of “bizarre” phenotypic phenomena in different organisms that could not be explained by simple Mendelian genetics.

Epigenetics evolved to mean modifications to DNA that affected gene expression but do not involve base changes (aka mutations). The term “epi”, meaning “on top of genetics” (with genetic = DNA), certainly encompasses changes to DNA and to DNA packaging by histones.

The best-studied epigenetic changes are DNA and histone (i.e. chromatin) modifications that modulate access of macromolecules that regulate gene expression. In addition, modifications impact chromosome localization within the nucleus; hence, impacting potential interactions between chromatin regions [2,3].

We prefer the broad term “epigenomics” that not only refers to changes to DNA and histones, but also encompasses other non-linear aspects of the information transfer from genotype to phenotype. Some of these changes are well known. For instance, we include somatic DNA base changes, and chromosomal localization in the epigenomic landscape. At the RNA level, epigenomics changes include alternative splicing, editing, capping, methylation, and other modifications, polyA tailing and non-coding RNA (ncRNA) regulation. At the protein level, epigenomics changes include the many post-translational modifications to protein (e.g. phosphorylation, methylation, acetylation, palmitoylation, ubiquination, etc.).

FIGURE 7.1
Waddington’s epigenetic landscape.
Some RNA and protein modifications have been studied for a long time and may not be generally thought of as part of the epigenomic landscape. However, within our viewpoint, all these changes represent non-linear information transfer and fall under the umbrella of epigenomics. Today, many epigenomic processes have been identified, some studied in some detail, but many others remain to be discovered.

In brief, the term "epigenomics" describes non-linear transfer of genotype to phenotype, and is a more global and inclusive term than epigenetics. In the future, an important issue will be how to integrate and understand the multitude of genetic, environmental, and epigenomic factors that contribute to disease phenotypes. Epigenomic programming is specific for individual genes for cell type, time, environment, and history.

The amount of epigenomic variation is greater than genetic variation. Besides the amount of variation, a second difficulty in this research area is how to collect the information, and a third is how to integrate and analyze the multilevel data. These issues are similar but greater than those faced with sequencing the human genome. Although, there are a large number of reviews on epigenomic programming much of the needed data does not exist today. This review will focus on epigenomic changes to chromatin.

### 7.3 EPIGENOMIC MODULATION OF CHROMATIN

DNA methylation is the most studied and best-understood epigenomic process with many reviews published yearly. DNA methyl transferases (DNMT) transfers methyl (−CH₃) groups from S-adenosyl methionine (SAM) to the 5 carbon atom of cytosine residues within the dinucleotide sequence, 5′CpG3′ (Figure 7.2). The maintenance DNA methylase, DNMT1, acts soon after DNA replication to copy parental strand methylation to the newly synthesized DNA strand, thus conserving the DNA methylation pattern through mitosis. DNMT 3a and 3b are linked to de novo DNA methylation. Passive demethylation may occur when DNA is replicated but parental strand methylation is not transferred to the newly synthesized strand.

![Diagram of Promoter Chromatin Structure](image)

**FIGURE 7.2**

Epigenomic programming of chromatin. This figure is reproduced in the color plate section.
Usually, the absence of DNA methylation at a promoter region and the presence of DNA methylation in singly occurring gene body 5’CpG3’ sites is associated with gene expression [4,5]. The rate of CpG methylation is determined by the availability of DNMT enzymes and their affinity for a given CpG, the number of CpGs and the non-CpG DNA sequence within a site, as well as other factors like the level of the methyl donor, and with DNMT1, whether the double-stranded DNA is hemimethylated. Cytosine methylation can mediate silencing of gene expression through the binding actions of proteins such as methylated CpG binding proteins (MeCP1 and 2), and the methyl CpG binding domain proteins MBD1, MBD2, MBD3, and MBD4 (e.g. [6]).

A recent exciting caveat to DNA methylation studies is the discovery of modification to the 5 ring position carbon of cytosine in addition to methylation. The modifications include 5-hydroxymethyl cytosine, 5-formyl cytosine, and 5-carboxyl cytosine created by the reiterative oxidation by the 10–11 translocation family of dioxygenases, TET1, TET2, and TET3 [7–9]. In an active demethylation process, the modified cytidines are de-aminated producing a mismatched base pair (T-G) in a dinucleotide sequence 5’TpG3’/3’GpC5’. Thymine DNA glycosylase (TDG) removes the mismatched thymine, which is replaced by an unmethylated cytosine residue during base excision repair [10,11]. TDG interacts with DNA methylases, histone acetyl transferases, and transcription factors.

Hydroxymethylcytosine distribution varies in a tissue and cell-type-specific manner with high levels in mouse and human embryonic stem cells [7,12,13]. Hydroxymethyl cytosine is enriched at promoter regions and within gene bodies but the former does not correlate with gene expression, and the latter is more positively correlated with gene expression than 5-methyl cytosine [14].

These recent discoveries raise many interesting questions besides revealing an active mechanism for DNA de-methylation. For instance, most past studies on DNA methylation did not distinguished between these modifications; hence, almost all past studies need to be revisited in order to clarify what modifications are present.

Histones condense genomic DNA to fit within the nucleus of a cell. Modifications to histones are linked to different levels of compaction referred to as “open” and “closed” chromatin that allow or prevent access and expression of genes. Histones can be methylated, phosphorylated, acetylated, and/or ubiquinated (for a recent review see [15]).

The nucleosome is composed of an octamer of histones H2A, H2B, H3, and H4. Most histone modifications occur in free amino terminal histone tails rather than in the globular core portions of the nucleosome. The H3 tail has the most sites for modification, 36 residues, with some sites having multiple modifications simultaneously (e.g. mono-, di-, or tri-methylations). The potential variation in H3 variation is ~2^40 potentially providing ~10^{14} variants. For the most part, the “histone code” for any process is not known and certainly the relationship with the newly discovered cytosine codes.

Histone H3 lysine 4 methylation (H3K4me) and histone H3 lysine 9 acetylation (H3K9ac) are generally associated with open chromatin and gene expression. Demethylated H3K4 and deacetylated H3K9me are associated with closed chromatin and lack of gene expression. Generally, these modification states correlate with modification of DNA in promoter regions and with gene expression (Figure 7.2). One mechanism for coordinating DNA and histone modification involves a complex that binds to methylated CpG sites and includes the methylated CpG binding protein 2 (MeCP2), a transcriptional repression domain (TRD) protein, co-repressor SIN3 homolog A (SIN3A), and histone deacetylase (HDAC) [16].

Valproic acid (VPA), a HDAC inhibitor, is used to treat BP as an alternative to lithium, to treat epilepsy, and less commonly migraines, major depression, and schizophrenia [17–19].
utero, exposure to VPA increased the risk for autism and neural tube defects [20] and likely other neurobehavioral diseases like SZ and ASD linked to folate deficiencies (see below).

Epigenomic programming is used to regulate gene expression as a function of parental origin. Genes that are programmed by parental origin are called imprinted genes (http://www.imprint.com; http://www.igc.otago.ac.nz). However, chromatin codes and epigenomic codes are dynamic and may change in response to environmental and developmental cues.

There are approximately 80 genes proven and another 200 thought-to-be imprinted in the human genome. Imprinting appears to be regional, with 20 proven regions, and 50 addition putative regions. In some regions, differential imprinting occurs. Imprinting defects at specific chromosomal regions is associated with neurodevelopmental disorders (see Chapter 8). ASD, and in some cases SZ, is co-morbid with several imprinted diseases including Prader–Willi/Angelman syndrome, CHARGE, fragile X disease and Rett (RTT) syndromes (see below) [21,22].

In meiosis, most paternal histones in sperm are replaced with protamines [23]. Hence, paternal epigenomic programming of chromatin appears to be through DNA modification. In contrast, maternal chromatin modifications to DNA and histone can be preserved through gamete production.

Epigenomic complexities include other differences between males and females. Overall DNA methylation patterns are different in male and female cells [24]. For instance, Shimabukuro et al. [25] found global methylation differences in leukocytes from males and females, and reported a slight decrease overall in samples from males but not female SZ patients, especially in younger individuals.

Females have an extra layer of epigenomic complexity. One X chromosome is inactivated through epigenomic programming early in development (before the 32-cell stage)(for review see [26]). This ensures that genes on the X chromosome are expressed at the same level in female (XX) and male (XY) cells. Usually inactivation is random; hence, females are functional mosaics. The inactive X chromosome can be reactivated with age, and in some individuals inactivation is not random.

An excess of chromosome X aneuploids have been detected in neurobehavioral disorders for some time including schizophrenic patients [27,28]. Recently, systematic re-sequencing of synaptic genes on chromosome X revealed a higher than expected level of rare damaging variants in SZ and ASD patients [29]. Such mutations may account for the increased severity seen in male versus female patients because males have single copies of chromosome X. X chromosome inactivation (especially if not random, as found for SZ and BP) may account for disease discordance in twins [30]. Both X and autosomal chromosome number abnormalities in neurons are detected in patients with different neurobehavioral disorders including SZ, BP and ASD (for review see [31]).

In 2009, Lister et al. [32] reported on methylated sites across the genome. As expected, low levels of methylation were found at CpG islands, promoter methylation level was inversely linked gene expression. Gene body and intergenic regions had high levels of methylation (>70%) and were called highly methylated domains (HMDS). Other regions were partially methylated (<70%) and called partially methylated domains (PMD). Subsequent studies by Schroeder et al. [33] revealed genes linked to ASD were enriched in PMD regions.

Mutations in genes involved in epigenomic programming are directly linked to neurobehavioral disorder. DNMT1 expression, already at unusually high levels in cortical GABAergic neurons, is increased in SZ and BP [19,34,35]. In these neurons, hypermethylation of the promoter regions of GABAergic genes glutamic acid decaboxylase67 (GAD$_{67}$) and reelin (RELN) and decreased gene expression is linked to psychotic aspects of SZ and BD diseases. In mice, combined DNMT1 and DNMT3a deficiencies in post-mitotic neurons leads to defects in learning and memory [36].
RTT syndrome, an ASD disease, is usually due to mutations in the methylated cytosine binding protein, MECP (an X linked gene), although some cases are due to known mutations in other genes (for review see [37]). In RTT syndrome, usually a de novo mutation occurs in the proband, although some cases are due to de novo mutations in the paternally inherited allele. RTT syndrome is more common in females because a mutation in the single copy of the gene present in males leads to embryonic lethality. MECP2 protein binds to methylated DNA and inhibits transcription factor binding; hence influencing the expression level of many genes.

DNA, RNA, and histone epigenomic changes can be analyzed by the same approaches used in the past to investigate DNA sequence variation. These approaches have been converted to second-generation ultra-high-throughput methods for collecting large amounts of data. Hence, it is likely that much of the missing epigenomic data on DNA, RNA, and histones will be uncovered in the near future. Here, we focus on chromatin because these are the best-characterized epigenomic changes corrected to neurobehavioral disease. Other epigenomic changes are now being collected.

### 7.4 Issues Unique to Neurobehavioral Diseases

There are unique major issues related to neurobehavioral disorders. For instance, lack of funding at least by the US National Institute of Health (NIMH) prevents progress on these diseases and discourages innovative approaches. Another issue is that almost any positive observation on these diseases is accompanied by a contradictory negative finding. Other issues include the subjective diagnosis and the unknown cause(s) of the common neurobehavioral disease.

Many of the severe neurobehavioral diseases have overlapping symptoms and can be viewed as points on a continuum of phenotypes that share characteristics. And there are so many changes linked to neuropsychiatric diseases that it is difficult to distinguish between cause and consequence. Our approach has been to view these seemingly disparate observations as windows into a disrupted fundamental cellular process such as that described below.

Neurobehavioral diseases are diagnosed from subjective behavioral reporting by afflicted individuals and trained observers because objective criterion is not established. SZ is diagnosed more frequently in males and BP in females. Males tend to be diagnosed in their early twenties for SZ and BP while women are diagnosed more frequently in their late twenties. Attempts to standardize subjective criteria reach back in time to Kraepelin and Bleuler in the early 1900s. Generally, two major categories of neurobehavioral disease are recognized: SZ and BP based on symptom groupings, course, and outcome.

Today, the classification of neurobehavioral disorders is based on criteria developed by the American Psychiatric Association and published as “Diagnostic and Statistical Manual of Mental Disorders (DSM)” and the ICD (International Criteria of Disease; published by WHO). These classification schemes undergo periodic revision with current versions DSM-IV and ICD-10, respectively. Generally, classification is based on qualitative behavioral characteristics rather than quantitative objective criteria.

Symptoms for SZ are divided into positive, negative, and cognitive (Table 7.1). The most common positive symptom is hallucination. Hallucinations are usually auditory but can be visual, tactile, olfactory, or gustatory. Positive symptoms reflect traits added to the personality. Negative symptoms such as depression represent behavioral deficits such as flat or blunted affect, alogia (poverty of speech), anhedonia (inability to experience pleasure), and asociality. The negative symptoms contribute to poor quality of life, functional disability, and lack of motivation, and have been linked to folate deficiencies (see below). Cognitive symptoms, including deficits in working memory and executive function, are related to the ability to function in society.
A SZ diagnosis using the DSMIV requires three components be present. (1) The occurrence of two or more of the following symptoms for 1 month or longer: delusions, hallucinations, disorganized speech, grossly disorganized behavior (e.g. dressing inappropriately, crying frequently) or catatonic behavior, negative symptoms (blunted affect (lack or decline in emotional response), alogia (lack or decline in speech), or avolition (lack or decline in motivation)). Occurrence of hallucinations with a single voice in a running commentary of patient’s activity, or two or more voices or voices that are “bizarre” can be used singly for diagnosis. (2) Social or occupational dysfunction (work, interpersonal relationship, or self-care) that is significantly lower since the onset of symptoms. (3) Disturbances present for a significant amount of time, i.e. continuous signs for 6 months, with at least 1 month of active symptoms or less if symptoms disappear with treatment.

Today, there is movement to develop and implement objective criteria to patient classification based on “endophenotypes” or subphenotypes that can be measured by behavioral, physiological, and DNA testing. Endophenotypes are: (1) heritable characteristics that co-segregate with disease in a family; (2) disease state independent (i.e. present whether disease is active or inactive); and (3) present in a higher than expected frequency in families segregating disease [38–40]. Endophenotypes for SZ are listed in Box 7.1. Today, several companies claim to diagnose SZ with ~85% accuracy based on genetic and/or endophenotypic testing. This accuracy level is inadequate given the devastating consequences of receiving a SZ diagnosis.

BP-related mood disorders includes episodes of severe and mild to moderate mania, and severe and mild to moderate depression; some episodes may be mixed episodes. In a manic period heightened energy, creativity, and euphoria are common, accompanied by hyperactivity, little sleep, and feelings of being all-powerful, invincible, and destined for greatness. During this period the individual may spiral out of control and engage in reckless self-damaging decisions involving gambling, other financial activity, sexual activity, etc.

ASD is a grouping of diseases in the DMS-IV- text revision (DMS-IV-TR) called pervasive developmental disorder (PDD) [42]. Besides autism, PDD syndromes include: Asperger syndrome, Rett syndrome, childhood disintegrative disorder, and pervasive developmental

<table>
<thead>
<tr>
<th>TABLE 7.1 Positive, Negative, and Executive Symptoms in SZ</th>
</tr>
</thead>
<tbody>
<tr>
<td>I. Positive Symptoms (Reality Distortion)</td>
</tr>
<tr>
<td>1. Unusual thought</td>
</tr>
<tr>
<td>2. Delusions</td>
</tr>
<tr>
<td>3. Grandiosity</td>
</tr>
<tr>
<td>4. Suspiciousness/persecution</td>
</tr>
<tr>
<td>5. Hallucinatory behavior</td>
</tr>
<tr>
<td>II. Negative Symptoms (Poverty Syndrome)</td>
</tr>
<tr>
<td>1. Emotional withdrawal</td>
</tr>
<tr>
<td>2. Passive, apathetic social withdrawal</td>
</tr>
<tr>
<td>3. Lack of spontaneity and flow of conversation</td>
</tr>
<tr>
<td>4. Poor rapport</td>
</tr>
<tr>
<td>5. Blunted affect</td>
</tr>
<tr>
<td>6. Motor retardation</td>
</tr>
<tr>
<td>7. Disturbance of volition</td>
</tr>
<tr>
<td>III. Disorganized Symptoms (Formal Thought Disorder, Odd Behaviors, Cognition)</td>
</tr>
<tr>
<td>1. Conceptual disorganization — circumstantial speech, loose, tangential, illogical associations</td>
</tr>
<tr>
<td>2. Incoherent speech — incomprehensive sentences</td>
</tr>
<tr>
<td>3. Poverty of speech content — fluent speech with little information content</td>
</tr>
<tr>
<td>4. Inappropriate affect — bizarre behavior</td>
</tr>
</tbody>
</table>

A SZ diagnosis using the DSMIV requires three components be present. (1) The occurrence of two or more of the following symptoms for 1 month or longer: delusions, hallucinations, disorganized speech, grossly disorganized behavior (e.g. dressing inappropriately, crying frequently) or catatonic behavior, negative symptoms (blunted affect (lack or decline in emotional response), alogia (lack or decline in speech), or avolition (lack or decline in motivation)). Occurrence of hallucinations with a single voice in a running commentary of patient’s activity, or two or more voices or voices that are “bizarre” can be used singly for diagnosis. (2) Social or occupational dysfunction (work, interpersonal relationship, or self-care) that is significantly lower since the onset of symptoms. (3) Disturbances present for a significant amount of time, i.e. continuous signs for 6 months, with at least 1 month of active symptoms or less if symptoms disappear with treatment.

Today, there is movement to develop and implement objective criteria to patient classification based on “endophenotypes” or subphenotypes that can be measured by behavioral, physiological, and DNA testing. Endophenotypes are: (1) heritable characteristics that co-segregate with disease in a family; (2) disease state independent (i.e. present whether disease is active or inactive); and (3) present in a higher than expected frequency in families segregating disease [38–40]. Endophenotypes for SZ are listed in Box 7.1. Today, several companies claim to diagnose SZ with ~85% accuracy based on genetic and/or endophenotypic testing. This accuracy level is inadequate given the devastating consequences of receiving a SZ diagnosis.

BP-related mood disorders includes episodes of severe and mild to moderate mania, and severe and mild to moderate depression; some episodes may be mixed episodes. In a manic period heightened energy, creativity, and euphoria are common, accompanied by hyperactivity, little sleep, and feelings of being all-powerful, invincible, and destined for greatness. During this period the individual may spiral out of control and engage in reckless self-damaging decisions involving gambling, other financial activity, sexual activity, etc.

ASD is a grouping of diseases in the DMS-IV- text revision (DMS-IV-TR) called pervasive developmental disorder (PDD) [42]. Besides autism, PDD syndromes include: Asperger syndrome, Rett syndrome, childhood disintegrative disorder, and pervasive developmental
disorder not otherwise specified. The three behaviors used for diagnosis of ASD include defects in (1) social interactions, (2) communication and imaginative play, and (3) interests and activities. The age of onset is <3 years, and there appears to be evidence that the incidence of ASD is increasing. Other symptoms include brain malformations, seizures, defective immunological responses, inflammation (especially in the gut [43]), and oxidative stress [44]. Today, treatment includes intensive education along with behavioral and occupational therapies, but there are no standard medical interventions. Instead, most parents have pursued non-conventional treatments (e.g. nutritional) with anecdotal but not proven efficacies (see below).

Brain dysfunction may be due to a disparate range of environmental and/or genetics factors. For instance, response to medication or infectious disease can present with behavioral symptoms. In 1988, Templer and Cappelletty [45] proposed separating primary and second schizophrenia into different categories based on features of disease as shown in Table 7.2. This view is gaining more importance as genetic studies have failed to reveal clear-cut causes of neurobehavioral disease. Recently, Sachdev and Keshavan published a comprehensive text entitled “Secondary Schizophrenia” [46] that brings together for the first time information on primary disease that may present symptoms of neurobehavioral dysfunction.

In some cases, the primary disease involves damage to the brain, especially in the temporal lobe, that goes undetected because appropriate screening is not done. Severe closed head

### TABLE 7.2 Proposed Features Separating Primary and Secondary Schizophrenias [45]

<table>
<thead>
<tr>
<th>Primary</th>
<th>Secondary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process</td>
<td>Reactive</td>
</tr>
<tr>
<td>Brain atrophy</td>
<td>No brain atrophy</td>
</tr>
<tr>
<td>Normal brain asymmetry</td>
<td>Abnormal brain asymmetry</td>
</tr>
<tr>
<td>Corpus callosum not thickened</td>
<td>Corpus callosum thickened</td>
</tr>
<tr>
<td>Sensory gating Deficit</td>
<td>More normal sensory gating</td>
</tr>
<tr>
<td>“Typical” schizophrenia symptoms</td>
<td>“Atypical” schizophrenia</td>
</tr>
<tr>
<td>Affective flatness</td>
<td>+ symptoms</td>
</tr>
<tr>
<td>Lower IQ</td>
<td>Affective component to illness</td>
</tr>
<tr>
<td>Less seasonality of birth</td>
<td>Higher IQ</td>
</tr>
<tr>
<td>No head trauma</td>
<td>Head trauma</td>
</tr>
<tr>
<td>No epilepsy</td>
<td>Epilepsy</td>
</tr>
<tr>
<td>More genetic involvement</td>
<td>Less genetic involvement</td>
</tr>
<tr>
<td>Insidious onset</td>
<td>Rapid onset</td>
</tr>
<tr>
<td>Poor premorbid function</td>
<td>Pre-morbid functioning</td>
</tr>
</tbody>
</table>

**BOX 7.1 BEHAVIORAL ENDOPHENOTYPES IN SZ [41]**

- Prepulse inhibition
- P50 suppression
- Antisaccade
- Continuous performance
- Letter-number span
- Verbal learning
- Abstraction
- Face memory
- Spatial processing
- Sensorimotor dexterity
- Emotion recognition
trauma, subarachnoid hemorrhage, cerebral tumors, cerebral infection (e.g. syphilis, HIV, etc.),
demyelinating diseases, and Wilson’s disease (where excess copper accumulates in the brain
and other tissues) are linked to SZ. Traumatic head injury increases risk for SZ by 2–5-fold,
although disease may emerge up to 20 years later. Vitamin B12 (cobalamin) deficiency
and thyroid disease are associated usually with depressive disorder but also with SZ (see
below). Other rare genetic diseases linked to secondary SZ are HD, Friedreich’s ataxia
(a trinucleotide repeat disease, see below), and Prader–Willi syndrome. Psychosis is linked to
of stimulants like amphetamine, phencyclidine (PCP), lysergic acid diethylamine (LSD), or 3-
4-methylenedioxymethamphetamine (ecstasy) (see below).

An estimated 5–15% of SZ patients have underlying undiagnosed illness [47]. When
conventional medical testing of individuals suspected or given a psychiatric diagnosis is not
done, medical conditions in these patients go untreated. The push for routine health assess-
ment and care for patients with neurobehavioral disorders is increasing (for instance, see [48]).
Medical testing is critical for helping patients with underlying pathologies that impact
symptoms, or that impair the quality of life, and for research purposes where disease and
symptoms need to be clearly defined.

SZ is a systemic disease linked to loss of taste and/or smell [49–52], palate and/teeth
abnormalities [53–55], minor dysmorphic features [56,57], and increased risk for metabolic
syndrome including diabetes [58]. BP has not been linked to such systemic abnormalities,
whereas immunological and gut abnormalities have been detected in some ASD patients.

The possible outcomes of SZ are varied (Figure 7.3). Some disease presentations are episodic
and others have spontaneous remission. These observations cannot be accounted for by
genetics alone. Few studies have rigorously examined the environmental factors that can lead
to remission, although recently consensus standards for remission and recovery are being
developed to facilitate treatment and research [59].

Besides the paucity of systematic long-term studies on neurobehavioral patients and few, if any,
genetic studies have attempted to group observations into primary and secondary Szs. This is
unfortunate because patients without severe brain damage may present opportunities for reversal of disease, perhaps through epigenomic manipulation. Clearly, the development of new and effective treatment modalities will require further dissection of neurobehavioral disease types.

7.5 GENETICS

Genetic dissection of rare single gene diseases with high penetrance is effective, provided families and funds are available. Penetrance describes the level of phenotypic expression of a genetic trait in individuals with a causal mutation. For instance, HD, with <1:100000 prevalence and 100% penetrance, is caused by a dominant mutation in the Huntingtin gene on the small arm of chromosome 4 [60]. HD is characterized as a brain disease with motor, behavioral, and cognitive symptoms, but in fact widespread pathology is present [61]. Even HD is complicated by the identification of modifying genes (e.g. [62]) and a chromosomal haplotype that predisposes carriers to acquire an HD mutation [63].

Although the discovery of the Huntingtin gene opened up new areas of research, the neural cause of HD is unclear and no treatments have been developed from the gene discovery in 1993. Admittedly, treatment for a disease caused by a dominant mutation is more difficult than a disease due to a recessive mutation because the mutant allele or its product must be eliminated. HD is an example of a trinucleotide disease rooted in genomic instability and epigenomics (see below).

Individual genetic studies link a large number of genes to SZ, BP, and ASD with rare alleles having greater affects than common alleles [64,65]. Some genes are link to more than one neurobehavioral disease. However, the results are complex. Some genes and even some single nucleotide polymorphisms (SNPs) appear to have both positive and negative effects on disease occurrence and presentation in different studies. Today, no single, or small number of genes is sufficient and/or necessary determinants of SZ, with similar observations found for BP and ASD. The vasoactive intestinal peptide receptor gene (VIPR2) within the 7q36.3 rare copy number variant (CNV) region is linked to 1/300 cases of SZ but required screening of >8000 patients and >7000 controls. Most meta-analyses have not been this successful, nor been this extensive.

The causes of disappointing genetic results can be true false positives from small sample sizes and inadequate statistical criteria; true heterogeneity in disease and/or inadequate gene testing. In the past, gene SNP testing focused on known “functional” SNPs with detected phenotypic consequences. However, any variation in a gene is likely to have some phenotypic consequence. Perhaps the application of second-generation ultra-high-throughput sequencing for complete genome and/or complete gene sequencing will clarify gene association results.

Genome side association studies (GWAS) studies analyze SNPs across the genome both within and outside of genes. These studies are generally used to look for linkage disequilibrium between genes, i.e. haplotypes and phenotype. A surprise of GWAS studies was the detection of a slight elevation in the occurrence of CNVs in SZ, BP, and ASD (for review see [64]). The CNVs include small and large regions of the genome, and some are common across the multiple disorders (e.g. [66]). De novo mutations are detected as CNVs [67] and within exons [68], and support the notion proposed by us in 2003 [69] that genome instability is a characteristic of SZ (see below). The absence of strong genetic links in SZ is similar to findings on other common illnesses like cardiovascular disease and cancer.

The results of these genetic studies have led to several generalities. The risk for developing SZ, BP, or ASD is generally proportional to the degree of genetic relationship with an afflicted individual. These diseases have high heritability but low penetrance. Low penetrance is attributed to several factors including: (a) epistasis (interaction between genes, i.e. polygenic
disease); (2) de novo confounding germline or somatic mutations; and (c) epigenomic programming changes including gene–environment interactions.

Epistasis is commonly invoked to explain the large number of genes linked to neurobehavioral illnesses. There are many possible types of epistatic interactions with different outcomes. Interacting genes may code for proteins or non-coding RNAs (ncRNAs) within the same, a redundant, or alternative pathway. Other mutations affecting epistasis may decrease or increase protein activity and affect which pathway step is rate-limiting. Mutation may lead to a loss, gain, or change of function, each with different consequences.

Despite the spectrum of possible epistatic affect, epistasis does not account for some genetic observation on neurobehavioral illness. For instance, epistasis cannot explain the discordance rates of disease in monozygotic twins. Discordance in monozygotic twins has traditionally been used to distinguish between genetic and environmental components of disease especially when twins are raised apart. However, although monozygotic twins share the highest percentage of their genome, their genomes are not identical because of somatic and epigenomic changes.

Monozygotic twins that develop from the same fertilized egg are discordant for neurobehavioral disease at levels that are significantly below 100%, i.e. arguably ~50% (with studies ranging from ~35% to ~80% for SZ and BP, and ~65% for ASD [70]). Variation in concordance rates may be due to several factors including differences in ascertainment of disease and/or twinship. More recently studies have used standardized methods for disease diagnosis and quantitative, rather than qualitative, assessment of twinship. However, conclusions from quantitative assessment results can vary also (e.g. [71]) and concordant illness in monozygotic twins may not have the same presentation and course.

FIGURE 7.4
Odds ratio for schizophrenia as a function of genetic and environmental risk factors (adapted from [73]). This figure is reproduced in the color plate section.
The prevalence of SZ varies from 0.8–2.0% in different countries [72]. Some patients come from families where related individuals have the same or a related neurobehavioral disorder (or an associated endophenotype); others have, arguably, no family history (aka spontaneous forms of illness). Despite the high heritability (Figure 7.4) of SZ, preliminary modeling experiments indicate the rate of spontaneous forms of illness is responsible for maintaining the level of the disease in the population over many generations. This result underscores the importance of prevention through environmental interventions.

7.6 ENVIRONMENT

Environmental factors linked to SZ and BP occur early in development (for recent reviews see [74,75]) whereas the age of disease onset for SZ and BP is typically young adulthood (see above). Early life environmental impacts must persist over many years in order to impact disease phenotype (see Figures 7.4 and 7.5). Figure 7.4 provides the odds ratio of well-studied factors for SZ. Figure 7.5 provides developmental time windows where environmental components appear to impact subsequent disease development. Environmental factors early in life are linked to other common diseases. Early life periods have uniquely high levels of DNA replication and epigenomic programming.

Studies going back to 1958 link elder fathers as a risk factor for SZ in progeny with a 3-fold increase associated with fathers >50 years of age (for review see [76]). The increase is linear with paternal age. Similar observations are found for BP77 and ASD78. In fact, paternal age is generally linked to negative neurobehavioral outcomes [79]. Increased paternal age is associated with increases in other diseases such as Down syndrome; neural tube defects (see discussion of folate below); congenital cataracts; and reduction defects of the upper limb [80,81], with the greatest affect seen in autosomal dominant mutations [82—84]. All paternal age affects are likely DNA-mediated and due to the high levels of DNA replication and the associated epigenomic programming (see below).

Undernutrition (general caloric or protein deficiency) and malnutrition (deficiencies in specific elements, e.g. folic acid, zinc, copper, etc.) occur worldwide and are the most common diseases of childhood and prenatal life. Moderate to severe undernutrition occurring prior to 2 years of age is associated with persistent behavioral and cognitive deficits that resist nutritional rehabilitation [85]. Pregnant mothers exposed to famine or malnourished (especially for folate), notably in the second trimester (e.g. [86]), have an increased risk for children with SZ (Figure 7.4). Prenatal nutrition is linked to problems in dopamine-mediated behaviors and dopamine receptor binding in adults [87].

Perhaps some environmental factors shown in Figures 7.4 and 7.5 and linked to disease are bystander markers for poor nutrition. The immune response to an infection agent, or a response to oxidative conditions imposes additional nutritional requirement on a cell and organism (see below). Measles (rubella infections), associated with severe immune responses, early in pregnancy increases the risk for SZ. Other infectious agents linked to SZ include influenza, herpes simplex virus type 2 (HSV-2), Toxoplasma gondii, as well as elevated elevation of inflammatory markers link interleukin-8 (IL-8) early in pregnancy, and tumor necrosis factor (TNF) alpha at birth (for review see [88]). Famine, infection, hypoxia, and brain damage might be classified as secondary Szs (see above). The simultaneous occurrence of multiple risk factors (genetic and/or environmental) may be necessary when individual risk factors have mild effects.

Nutrition may underlie some maternal and rearing environment stress factors. Stress may lead to poor nutrition, as well as increases in cytokines. Chronic “defeat stress” is linked to decreased levels of HDAC-5 in the nucleus accumbens, long-lasting decreases in brain-derived neurotrophic factor (BDNF) transcription, and aberrant epigenomic changes [74]. Although early life factors appear to be paradoxical, all have the ability to influence mutation rates and
epigenomic programming in germline and somatic cells, and be impacted by nutrition (see below).

Generally, nutrition is an under-considered factor for phenotype (and in medicine). Few studies have examined the affect of nutrition on other risk factors for disease. Further, the importance of nutrition in preventing or reducing symptoms in neurobehavioral disorders is under-appreciated and poorly translated to the clinic although evidence that nutrition is a critical component for brain development and function is well documented [89].

Cannabis and drugs are clear risk factors for SZ and other neurobehavioral disorders. Evidence suggests the cannabis risk is limited to individuals with the VAL158 allele of the enzyme catechol-O-methyl transferase (COMT) [74]. Tetrahydrocannabinol (THC), the active ingredient of cannabis, induces expression of HDAC3 [90]. Abuse of stimulants like cocaine, amphetamine, and phenycyclidine are linked to neurobehavioral disorders (positive and cognitive deficits), and long-term effects of drug use lead to brain changes similar to those seen in neurobehavioral disorders, and a sensitization to low dose exposures.

7.7 GENOMIC INSTABILITY

At the molecular level, severe neurobehavioral disorders most resemble cancer. Both disorders are linked to DNA instability (i.e. replication and repair) and aberrant chromatin modifications throughout the genome. These processes are closely linked at both the macromolecular level and at the metabolic level (see below).

The first neurobehavioral diseases linked to genomic instability were the trinucleotide repeats diseases (for recent review see [91]; Table 7.3). The disease mutations involved increase (“expansions”) in trinucleotide repeating sequences, usually (CCG)_n or (CAG)_n located
<table>
<thead>
<tr>
<th>Table 7.3 Trinucleotide Repeat Diseases</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Diseases with Coding Trinucleotide Repeats</strong></td>
</tr>
<tr>
<td><strong>Disease</strong></td>
</tr>
<tr>
<td>DRLPA</td>
</tr>
<tr>
<td>HD</td>
</tr>
<tr>
<td>OPMD</td>
</tr>
<tr>
<td>SCA1</td>
</tr>
<tr>
<td>SCA2</td>
</tr>
<tr>
<td>SCA3 (Machado–Joseph Disease)</td>
</tr>
<tr>
<td>SCA6</td>
</tr>
<tr>
<td>SCA7</td>
</tr>
<tr>
<td>SCA17</td>
</tr>
<tr>
<td>SMBA</td>
</tr>
<tr>
<td><strong>Diseases with Non-Coding Trinucleotide Repeats</strong></td>
</tr>
<tr>
<td><strong>Disease</strong></td>
</tr>
<tr>
<td>DM1</td>
</tr>
<tr>
<td>DM2</td>
</tr>
<tr>
<td>FRAX-E</td>
</tr>
<tr>
<td>FRDA</td>
</tr>
<tr>
<td>FXS</td>
</tr>
<tr>
<td>HDL2</td>
</tr>
<tr>
<td>SCA8</td>
</tr>
<tr>
<td>SCA10</td>
</tr>
<tr>
<td>SCA12</td>
</tr>
</tbody>
</table>
outside or within coding regions, respectively. Expansions outside of coding regions are usually larger than those within coding regions, most likely because the latter are constrained by protein function.

The first described and best studied repeat disease is FRAX disease — the most frequent cause of hereditary mental retardation (for review see [92]). FRAX disease, caused by a CGG trinucleotide repeat in the 3’ promoter region of the FMR1 gene, is the most common genetic cause of autism, and is associated with SZ. Disease occurs when the repeat number becomes greater than 230 but can range up to 2000 copies. Between 200 and 230 repeats, disease occurrence is associated with hypermethylation of the promoter DNA region. FRAX disease is diagnosed by detection of the FRAXA site, cytologically, on metaphase chromosomes at Xp27 from cells grown in culture medium deficient in folate (see below). The site appears as broken chromosomal regions on metaphase chromosomes. Usually, the chromosome is not broken but the DNA within the region of site is unreplicated.

HD is an example of a trinucleotide repeat disease with a (CAG)$_n$ expansion within a coding region of a specific gene. CAG repeating sequences within exons usually code for the amino acid glutamine.

SZ is associated with specific fragile sites in some families [28,69]. In addition, a higher than expected frequency of genes or regions linked to SZ co-localize with fragile site regions. In addition, the distribution of repeat sizes in multiple genes are skewed towards larger but not expanded size in SZ [69,93].

Fragile sites are unusual heritable elements. The sites must be induced in growing cells under conditions that interfere with DNA replication. When induced, the sites appear only in a small number of chromosomes, i.e. <30%. There are ~120 fragile sites in the human genome, most induced by folate deficiency, others induced following treatment with agents that interfere with DNA replication. Sites are classified as common or rare depending on their frequency in the populations (i.e. occurring in >5% and <5% of the population, respectively). Some rare sites (like FRAGX) are associated with specific neurobehavioral disorders (and/or cancers), while globally rare fragile sites distributed throughout the genome are linked to SZ and cancer. Fragile sites are regions of the genome that are unstable and linked to transpositions, deletions/insertions, mutations, and epigenetic programming changes.

In 2003, our research [69] uncovered a connection between genome instability (encompassing possible base and DNA methylation changes) and SZ. We detected a larger than expected number of DNA differences around anonymous (CAG)$_n$ repeating sequences between monozygotic twins discordantly afflicted by schizophrenia. In contrast, monozygotic twins concordant for, or unaffected by, SZ had the expected low level of DNA differences. The DNA differences in the discordant twin pairs appeared to be due to DNA base changes, although in a minor number of loci, differences may have been due to DNA methylation differences.

Some researchers have found DNA methylation differences between monozygotic twins and proposed these epigenetic differences could account for discordance in twins [94–96]. As DNA stability and epigenomic programming are closely linked (see below), there is no strong reason to believe one will occur in the absence of the other.

Our twin research began as a search to explain why all progeny from monozygotic twins discordant for SZ have the same elevated probability of becoming ill with SZ [97]. This observation argued that the predisposition toward disease is passed on, but that genes alone did not determine disease occurrence or phenotype. Our goal was to find DNA differences that might account for discordance in disease phenotype. Furthermore, given that SZ is a syndrome affecting many biological processes and that changes in patient lymphocyte DNA was detected by others, we reasoned that DNA changes in lymphocytes would be detected.
An increasing number of genetic and epigenetic changes in lymphocytes are detected in SZ, BP, and ASD, as more laboratories use lymphocytes as sentinels of disease. For instance, Uranova et al. [98] found ultrastructure abnormalities that included an increased frequency in large activated lymphocytes and small mitochondria in samples from schizophrenic patients. Cytogenetic studies on fragile site induction have revealed an increased sensitivity to folate deprivation, here-to-fore unknown fragile sites in psychiatric, SZ, and BP patients [99–102]. Aberrant DNA damage signaling response reflected as abnormal histone phosphorylation levels, with unchanged repair rates were detected by Catts et al. [103]. Decondensed chromatin changes [104], lower levels of DNA methylation overall and in male schizophrenic patients [25] an increased expression of high mobility group A protein 1A (HMGA1), were well-documented in transcription regulator interacting with chromatin [105].

Several groups are examining the utility of using whole gene expression in blood cells for diagnosing SZ (for review see [106]). Changes in gene expression of specific genes linked to SZ linked to have been detected, e.g. RELN receptors [107,108]. These cells are also used for functional studies. James et al. [109] reported abnormalities in the response of lymphoblastoid cells from autistic patient to oxidative stress metabolites (see below). The results are exciting because they may provide quantitative diagnostic tests, as well as means of studying epigenomic changes relevant to brain disease in a readily available tissue.

### 7.8 TRANSCRIPTIONAL DYSREGULATION

Recent studies from several groups, including us, have linked aberrant chromatin changes and gene expression to different neurobehavioral diseases. Costa and colleagues have focused on the GABAergic neurons (see above). Our own work focused on developing a multi-level understanding of dopamine metabolism in the synaptic cleft.

We analyzed samples from the prefrontal cortex of individuals with SZ and BP versus unaffected controls. In a series of manuscripts (e.g. [110–112]), we reported on: the promoter methylation status; transcript level and presence of SNPs of genes important in dopamine metabolism including membrane-bound catechol-O-methyl transferase (MB-COMT) and RELN previously found to be hypermethylated in SZ [113]; and the dopamine receptors (DRD) 1 and 2.

Our results revealed that patient samples had significantly lower levels of MB-COMT promoter methylation than controls, particularly in the left frontal lobe, and that the level of methylation inversely correlated with mRNA expression [111]. The VAL158MET polymorphism within the MB-COMT gene is correlated with protein activity, with the VAL allele codes for a hyperactive protein that leads to excess dopamine degradation [114]. The valine (VAL) allele was present in more SZ patients, and the VAL/VAL genotype more common in both SZ and BP patients than in well controls, although other studies report mixed results. Most individuals with MB-COMT promoter hypomethylation and the VAL/VAL genotype were in the patient groups (SZ and BD), while most cases with methylated MB-COMT promoters and MET/MET genotypes were in the control group.

In the same samples, hypomethylation of the MB-COMT and DRD2 promoters almost always correlated. This implies that synaptic dopamine deficiency resulting from overexpression of MB-COMT was usually compensated for by DRD2 overexpression. However, DRD2 hypomethylation was significantly lower in the patient samples than in controls, possibly reflecting a reduced ability to compensate for low levels of dopamine in the synaptic cleft. Correlations were detected with RELN expression and promoter methylation status [111,115].

Understanding even a relatively simple function like dopamine metabolism requires multi-level data on DNA sequences, chromatin modifications, RNA expression and structure, protein expression and structure, metabolite levels, and phenotype. As discussed above, our own
studies have begun to dissect multilevel dopamine metabolism regulation. Integration and understanding of any process will require complex mathematical modeling of function such as those pioneered by Reed and colleagues [116] for folate, and by Voit and colleagues [117] for dopamine metabolism.

**7.9 RNA EPIGENOMICS**

Other epigenomic modulations known to occur in the brain and associated with neurobehavioral disorders are at the RNA and protein level. Of the known modifications, the most advanced studies are focused on alternative splicing. The BDNF gene, linked to dopamine metabolism (see above) and many neurobehavioral diseases, is a striking example of the amount of variation that is likely present in genes expressed in the brain. The BDNF gene has 11 exons, nine promoters, >30 splice variants, and antisense regulation [118]. Some variation in BDNF RNA processing is likely linked to neurobehavioral diseases. Disrupted in schizophrenia 1 (DISC1) mRNA splice variants are up-regulated and associated with risk polymorphisms in SZ [119]. Splice variations are detected in protein regulator of G protein signaling 4 (RFS4) in SZ but not BP [120].

RNA editing and alternative splicing changes are linked to the serotonin 2C receptor in SZ [121]. Other RNA editing will be uncovered given that the adenosine deaminases (ADARS) are mainly expressed in the nervous system (for review see [122]). microRNA (miRNA) dysregulation occurs in SZ, BP, and ASD (for reviews see [123,124]). Although the function of most non-coding RNAs (ncRNAs) is not known yet, their link to chromatin modification, genomic instability imprinting, X-chromosome, and gene expression argues for their importance in a number of processes linked to disease [125]. Today we are seeing the beginning of tantalizing level of here-to-fore unknown RNA complexity.

**7.10 METABOLISM**

A key intracellular metabolic hub important for genomic stability and epigenomic programming is the crossroads (Figure 7.6) of the folate—methionine—transulfuration—dopamine (FMTD hub) pathways (for review see [28]). The FMTD hub directly links the synthesis of DNA and RNA precursor and metabolites used for energy transduction (i.e. ATP and GTP) to metabolites important for epigenomic programming, cellular response to oxidative stress, and dopamine metabolism.

DNA and RNA precursor syntheses require folate as a methyl donor. Specifically, the formation of TTP from UTP by thymidylate synthase requires folate. Further, two steps in the de novo formation of inosine monophosphate (IMP) utilizes folate as a methyl donor. IMP is a precursor for the synthesis of all other purines. Given all the data that point towards abnormalities in the FMTD hub it is not surprising that homeostatic purine imbalances are present in naive first-episode SZ patients [126].

SAM is produced in the methionine cycle from exogenous methionine and ATP. SAM is the major intracellular methyl donor that acts as a cofactor for over 100 methyl transferases, including enzymes that participate in epigenomic regulation through modification of DNA and RNA, proteins, including histones, and in other catabolic and anabolic reactions such as those that degrade dopamine and nicotine. Clearly, interference in SAM production will have a major impact on a cell.

In the methionine cycle, demethylated SAM is broken down into the key metabolites s-adenosyl homocysteine (SAH) and homocysteine (HCY). HCY is re-methylated by the enzyme betaine homocysteine methyl transferase (BHMT) or the enzyme methionine synthase (MS), to reform methionine. The enzyme BHMT transfers a methyl group from betaine to HCY. Betaine or its precursor choline is obtained from the diet. Choline can also be obtained
from degradation of the cell membrane. Besides being used to reform methionine, betaine is used for the synthesis of phospholipids.

The MS enzyme is a cobalamin (vitamin B12)-dependent enzyme sensitive to oxidative conditions, transfers a methyl groups from a folate derivative, 5-methyl tetrahydrofolate formed in the folate cycle. Curiously, demethylated (MET313HCY) dopamine receptor D4 (DRD4) competes with HCY as a methyl acceptor from MS. Methylated DRD4 acts as a methyl transferase by methylating membrane phospholipids and causing a change in membrane permeability. Our recent unpublished studies revealed that the DRD4 promoter is hypomethylated and the gene overexpressed in brain samples from SZ and BP patients.

HCY is the input metabolite into the transulfuration pathway. The transulfuration pathway not only synthesizes glutathione (GSH), the primary intracellular antioxidant, but also the amino acid cysteine in mammals. Two rate-limiting enzyme steps require another essential vitamin, B6, in the transulfuration cycle. Inhibition of MS activity by oxidative stress directs HCY towards the transulfuration pathway and away from the production of SAM.

Methionine re-cycling through the methionine cycle depends on the amino acid’s availability, and metabolic need. Reed and colleagues have pioneered mathematical modeling of this hub (e.g. [127–130]) and applied this model to understanding disease [128,131,132] like SNPs linked to autism [133], cellular processes like DNA methylation [129], and toxic arsenic exposures [134]. These kinds of efforts are needed to understand the multitude of factors linked to neuropsychiatric disease.

In summary, the FMTD hub depends on five nutrients (methionine, vitamins B9, B12, and B6, and betaine (or choline)) that must be obtained from the diet, or from the intestinal
microbiome. Multiple evidence points towards abnormalities in this pathway in neuro-
behavioral disorders.

Dopamine metabolism is linked to these pathways in three manners: (1) degradation of
dopamine by COMT; (2) methylation regulation of genes linked to dopamine metabolism
(research by others and us, see above); and (3) DRD4 methylation by the enzyme MS. Multiple
genetic variants within the folate cycle contribute to negative symptoms in SZ with low serum
folate [135]. SNPs within this hub are linked to SZ, BP, and ASD patients (see above and
[109,136,137]), and even to parents of autistic patients [133]. However, deficits in the FMTD
hub are linked to many diseases. Hence, it is not clear whether a particular abnormality is
linked to or affected by disease occurrence or presentation. This distinction may not be
important. It is likely that normalization of the FMTD hub dynamics in patients will have
positive outcomes.

Clearly, nutrition has the potential to impact a large number of cellular processes that require
energy, for instance, DNA replication, RNA synthesis, epigenomic programming, and the
reduction of oxidative stress. Likewise, processes that require DNA replication and/or RNA
synthesis, or cause oxidative stress like ATP generation in the mitochondria (the primary
source of oxidative stress) or inflammation, will generally impact multiple cellular processes
linked to this metabolic hub including epigenomics programming.

7.11 NUTRITIONAL AND DRUG INTERVENTIONS

Nutritional and drug interventions used to treat neurobehavioral disorders impact the
epigencode. In many cases, the epigenomic link was detected after disease efficacy was
discovered. In reality, most, if not all, nutrients and drugs impact the epigenome. The
important issue is to distinguish between primary and secondary affects.

A number of required and intermediate metabolites in the FMTD hub impact neurobehavioral
behaviors. That folic acid is useful for treating refractory major depression and SZ has been
known for some time, while SAM and methionine are known to increase psychotic symptoms
(see [112] for a review).

Drugs used to treat neurobehavioral disorders impact the epigenome directly. Haloperidol, an
older anti-psychotic drug used to treat schizophrenia, alters DNA methylation in a tissue- and
in a sex-specific manner in rats [138]. Clozapine and sulpiride (but not haloperidol or
olanzapine) reduced promoter methylation of the GAD67 and RELN [139] previously shown
to be epigenomically remodeled in a methionine model of schizophrenia [140]. These effects
were enhanced by VPA. VPA, an inhibitory of HDAC, is commonly used to treat BP in place of
lithium (see above). Fluoxetine, a new generation selective serotonin-reuptake inhibitor used
to treat depression, increased MeCP2, MBD1, and HDAC2 in rat GABAergic neurons after
a 10-day treatment regimen [141]. These changes were accompanied by a decrease in acety-
lation at histone 3 lysine 9 (H3K9) and histone 3 lysine 14 (K3K14). Similar results were found
following administration of cocaine (an inhibitor of the serotonin, dopamine, and norepi-
nephrine transporters) but not of nortriptyline (an inhibitor of the serotonin and dopamine
transporters). These results suggest that some drugs that target the serotoninergic system may
exert their effects through epigenetic mechanisms.

Chronic, but not acute, cocaine dosing induces histone H3 hyperacetylation at the BDNF and
Cdk5 promoters that is accompanied by DNA demethylation [142] _ENREF_112. Sodium
butyrate, a non-specific HDAC inhibitor, augments the cocaine-induced histone modifications
in striatum and the cocaine-induced association of phosphoacetylated histone H3 within the
cFos gene promoter.

The list of drugs used for the treatment or induction of disease that impact the epigenome is
growing. In fact, some modes of action may be mediated through changes in the epigenome
rather than through, for instance, direct binding of a dopamine, serotonin, or nicotinamide receptor. Today we have tools that allow the exploration for novel interactions that can be important for understanding complex diseases.

7.12 PUTTING IT ALL TOGETHER

Research and treatment of severe neurobehavioral diseases has a history of many failed claims of success or ways to succeed. The severity of illness argues for optimism but not over-optimism. Recent disappointment in the outcome of genetic approaches for common diseases is an example of this phenomenon. Unfortunately, such (over)enthusiasm impairs research on neurobehavioral diseases more severely than other diseases because of the unique deficit in research funds.

Today, there is an increased interest in epigenomics and environmental components of neuropsychiatric disease. The development of new high-throughput techniques, and computational analytical tools, for example in system biology and complexity science, has renewed interest in integrating complex, multilevel disease models.

Our own view is that the seemingly disparate observations on these diseases provide windows onto different and/or overlapping disease processes that lead to similar behavioral symptoms. Further, although the brain is the major disease target, metabolic and nutritional factors are clearly linked to these diseases and need to be considered along with other risk factors. Nutritional interventions provide exciting possibilities but single supplements as drugs cannot be considered in isolation of their impact of multiple metabolic processes.

GLOSSARY

Note: See tables for additional gene names and abbreviations
ADAR adenosine deaminase RNA
ASD autism spectrum disorder
BDNF brain-derived neurotrophic factor
BHMT betaine-homocysteine methyl transferase
BP bipolar disease
CNV copy number variants
COMT catechol-O-methyl transferase
DISC1 Some variation in BDNF RNA processing is likely linked to neurobehavioral diseases. Disrupted in schizophrenia 1
DNMT DNA methyl transferase
DRD dopamine receptor
DSM Diagnostic and Statistical Manual of Mental Disorders
FRAX Fragile X
FMTD folate-methionine-transsulfuration-dopamine hub
GAD glutamate decarboxylase
GSH glutathione
GWAS genome-wide association studies
H2A histone 2A
H2B histone 2B
H3 histone 3
H4 histone 4
H3K4me histone 3 lysine residue 4 methylated
HDAC histone deacetylase
H3K9ac histone H3 lysine 9 acetylation
H3K9me histone H3 lysine 9 methylation
HCY homocysteine
HD Huntington disease
HDAC histone deacetylase
HMDS highly methylated domains
ICD International Criteria of Disease
IL-8 interleukin-8
IMP inosine monophosphate
MB-COMT membrane-bound catechol-O-methyl transferase (COMT)
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8.1 INTRODUCTION: FEW NEURODEVELOPMENTAL DISORDERS HAVE EPIGENETIC DEFECTS

Considering the complexity of the processes of epigenetic inheritance and epigenetic regulation of transcription, the list of neurodevelopmental disorders associated with mutations in genes...
encoding epigenetic regulators is remarkably short. This is particularly noteworthy because of the numerous proteins involved and the likely profound involvement of epigenetic processes in mammalian development. Why are there so few neurodevelopmental disorders with epigenetic etiologies? The most likely explanation is that epigenetic regulatory processes act broadly across the genome, target many genes, function throughout gametogenesis and embryogenesis, and function in all cells. The ubiquitous role of epigenetic processes likely means humans carrying loss-of-function mutations in genes encoding epigenetic machinery will not be viable due to adverse effects on cell function and organismal development. Because of this, we might expect that viable outcomes of mutations in genes governing epigenetic processes would be rare, and found only when the mutations affect a lesser number of target genes, are confined to specific developmental stages, or affect only a small percentage of cells. As will be evident in the following description of relevant neurodevelopmental syndromes with aberrant epigenetic modifications, the effects of the causative mutations are usually muted (partial loss-of-function mutations) through a variety of different genetic and/or epigenetic processes. The two general categories of epigenetic defects we describe here are either mutations involving components of the epigenetic machinery or deal with aberrant epigenetic patterns due to genetic defects.

8.2 COMPONENTS OF THE EPIGENETIC MACHINERY

The epigenetic machinery regulating genes and controlling cell and organismal physiology is complex. It establishes and maintains the large variety of chromatin states that coat the entire genome and change in programmed ways during development and cellular differentiation. As mentioned above, the two main targets of covalent modifications in mammalian genomes are DNA and the core histones. Two types of DNA modifications have been described so far, methylation and hydroxymethylation of the C-5 position of cytosine residues [1]. Of these two modifications, the molecular and developmental events whereby cytosine methylation is established and maintained are better understood. DNA methylation in mammals is localized to cytosine bases in the context of CpG dinucleotides. Typically, in non-dividing cells or in dividing cells outside of S phase of the cell cycle, both cytosine bases of complementary base-paired CpG dinucleotides are methylated (so-called fully methylated DNA). Figure 8.1 shows how fully methylated DNA can be used as a form of heritable genomic information. The biochemical mechanism of inheritance of DNA methylation is a well-established two-step process, in which fully methylated DNA replicates to form two short-lived hemimethylated double helices, which are rapidly acted on by the DNA cytosine methyltransferase 1 (DNMT1) enzyme to regenerate two identical fully methylated double helices [2]. The epigenetic information that is inherited is typically in the form of patterns of DNA methylation, in which a methylation pattern is defined as the positions of methylated CpG dinucleotides among interspersed unmethylated CpG dinucleotides. The density of CpG dinucleotides varies widely in the genome, ranging from a high of 5–10 CpG dinucleotides per 100 base-pairs in CpG islands to nearly zero CpGs per 100 base-pairs in intronic or intergenic regions. Methylation that can be inherited on CpG islands, and the normal very low degree of CpG methylation on most CpG islands is related to high CpG methylation in the adjacent intronic and intergenic regions [3].

The details of the process of inherited DNA methylation were established in the mouse, and the most enlightening examples of this process are parental alleles of imprinted genes (Figure 8.1B). In primordial germ cells, unmethylated alleles of imprinted genes become fully methylated as the cells differentiate into more mature germ cells through a de novo methylation process involving the DNMT3A cytosine methyltransferase enzyme (Figures 8.1A and 8.1B). The biochemical mechanism to generate fully methylated alleles functions in both male and female germ cells. For some imprinted genes, the paternal allele becomes fully methylated during spermatogenesis, and for the remainder, the maternal allele becomes fully methylated during oogenesis. Following fertilization, through repetitive rounds of biochemical maintenance methylation occurring coincidentally with every cell cycle, the germ-line methylated allele...
maintains its methylation in all somatic cells, whereas the opposite unmethylated parental allele remains unmethylated. This maintenance methylation process is an efficient and accurate mechanism of epigenetic inheritance using the DNMT1 cytosine methyltransferase enzyme, which acts immediately following DNA replication and maintains fully methylated DNA patterns\cite{4}. During this process, hemimethylated DNA is recognized by DNMT1 and converted to fully methylated DNA. Importantly, this essential aspect of epigenetic inheritance functions after fertilization and depends on the prior establishment of fully methylated DNA patterns during gametogenesis\cite{2}. The parent-specific allelic differences in DNA methylation in embryonic and adult mammals are found in just a few regions of the genome called differentially methylated domains (DMDs). Two examples of DMDs, one with a maternally methylated allele and the other with a paternally methylated allele, are shown in Figure 8.1C.

CpG methylation patterns are not inert covalent modifications of genomic DNA. Rather, they are “interpreted” in various ways to change genome function, typically by altering transcription efficiency in the vicinity of a methylation pattern. A main mechanism of interpretation is via binding of methyl-binding proteins (MBPs) that contain methyl-binding domains (MBDs). Methyl CpG binding protein 2 (MeCP2) is the prominent example of a MBP that binds to methylated DNA, typically in promoters of genes (Figure 8.2). The cardinal consequence of this binding is the recruitment of other protein complexes that lead to transcriptional repression\cite{5}. In the absence of promoter methylation (e.g. in Dnmt-null cell lines), there may be more transcription, and in the absence of MeCP2, there may also be more transcription (Figure 8.2).
DNA in the nucleus of cells does not exist alone, but is organized into chromatin by a variety of DNA-interacting proteins. The basic unit of organized chromatin is DNA complexed with basic histones in the form of nucleosomes. An individual nucleosome is comprised of a histone octomer core with 146 base-pairs of DNA wrapped around the outside. Methylation and acetylation of lysines in the N-terminal tails are the two main core histone modifications that affect gene expression. Histone acetyltransferases (HATs) and methyltransferases (HMTs) are responsible for these modifications, whereas histone deacetylases (HDACs) remove acetyl groups from the lysines so that the deacetylated lysines are methylated by HMTs [6]. As in the case of DNA methyltransferases, a variety of transcriptional coactivators and corepressors influence gene expression via local histone modifications involving any of the three different classes of histone-modifying enzymes.

Ordered states of chromatin are not static, but change in a dynamic and highly regulated way. The main role of the multiple regulated chromatin states is the control of gene transcription, either at the level of transcription initiation or elongation. Two types of chromatin regulation are relevant to the neurodevelopmental disorders discussed in this chapter. The position of nucleosomes along a stretch of genomic DNA can be adjusted to change transcription efficiency [6]. For example, the nucleosome-remodeling complex SWI/SNF (SWItch defective/Sucrose NonFermentor) can be recruited to sites rich in histone acetylation, and mediate the repositioning or clearance of nucleosomes (Figure 8.3A). This clearance occurs in gene promoters, and leads to DNA sequence-specific binding of transcriptional activators and an increase in gene transcription. A different chromatin organization can be mediated by cohesin [7]. In addition to its role in pairing of sister chromatids during interphase of the cell cycle, at this and other cell-cycle stages cohesin can mediate functional interactions between distant DNA sequence elements, which in turn govern gene expression (Figure 8.3B).

**8.3 NEURODEVELOPMENTAL DISORDERS DUE TO DEFECTS IN EPIGENETIC MACHINERY**

We will now discuss some neurodevelopmental disorders that are due to defects in epigenetic machinery.
8.3.1 DNMT1 Levels and Neuronal Development

Experiments in mice using conditional mutant alleles of both Dnmt1 and Dnmt3a suggest that these enzymes have different effects in different regions of the mouse brain. Loss of DNMT1 in postmitotic neurons does not affect DNA methylation or survival of neurons [8]. However, in premitotic neurons, absence of DNMT1 results in neuronal cell death. Interestingly, a combined loss of DNMT1 and DNMT3A results in smaller-sized postmitotic hippocampal neurons with hypomethylation and dysregulation of genes involved in long-term synaptic plasticity and defects in learning and memory [9]. We can conclude from these studies that proper levels of DNMT1 and probably DNMT3A are clearly important for the development and function of the mammalian nervous system, and that the vast majority of mutations in these enzymes will lead to embryonic death and therefore the absence of recoverable syndromes.

8.3.2 Schizophrenia and Bipolar Disorders

Evidence suggesting the importance of de novo and maintenance DNA methyltransferase levels in neuronal function and neurological behavior comes from a series of reports. Elevated levels of DNMT1 were found in GABAergic neurons from layers I–IV of prefrontal cortex of schizophrenic and bipolar patients [10]. In these cell types, the promoters of GAD67 and RELN were hypermethylated and associated with low transcript levels of the two genes, leading to the
suggestion that elevated DNMT1 levels are responsible for their down-regulation. Reduced levels of GAD$_{67}$ have been implicated in lowering production of the inhibitory transmitter GABA and trophic REELIN protein from the cortical neurons resulting in reduced dendritic spines and neuropil hypoplasticity in the pyramidal neurons. In turn, reduced dendritic spine plasticity has been suggested to be responsible for cognitive dysfunctions observed in psychotic patients. It is also possible that other genes involved in neuronal function are altered by elevated DNMT1 levels. Recently, it was shown that in telencephalic GABAergic neurons, both DNMT1 and DNMT3A are elevated in layers I and II of BA10 cortical neurons. [11]. These findings may help in understanding the mechanism of de novo hypermethylation and maintenance methylation of GAD$_{67}$ and RELN in these neurons. Taken together, these results suggest that abnormal levels of de novo and maintenance methyltransferases may at least in part explain abnormal neuronal morphology and function in psychotic patients.

8.3.3 ES Cell Models

The near absence of human syndromes with mutations in the molecular machinery controlling the establishment and maintenance of DNA methylation indicates the essential nature of DNA methylation and the difficulty in determining the function of DNA methylation in nervous system development through the recognition and study of human congenital syndromes. Rather, investigation of the role of DNA methylation in development of the nervous system requires experimental models of mammalian development such as genetically modified mice and pluripotent mouse ES cells. Mouse studies are important because of the limited human phenotypes associated with mutations in the epigenetic machinery, making the discipline of human genetics less informative in regards to function of methylation mechanisms and epigenetics in general. It is now clear that mutations in components of epigenetic processes produce pleiotropic effects, probably leading most commonly to embryonic lethality rather than a syndrome. Broadly pleiotropic effects can be mitigated by either mosaicism or dominant heterozygous effects. The mouse offers additional advantages because of the ability to spatially confine the mutational effect using conditional mutant alleles.

Overexpression of DNMT1 protein in early embryogenesis leads to embryonic death, suggesting that the concentration of DNMT1 protein regulates epigenetic features of the mouse genome that affect its function, most likely in aspects of gene transcription. DNMT1 activity can be increased in later embryonic development and in the adult mouse without obvious adverse effects, suggesting that the concentration of DNMT1 protein is critically important during an early period of embryogenesis. Afterwards, above normal activity is tolerated by the mouse. Interestingly, overexpression of DNMT1 protein in ES cells has no apparent effect on the phenotype of pluripotent ES cells. When these overexpressing cells are subjected to differentiation stimuli however, the resulting neurons showed abnormal dendritic arborization, branching and elevated levels of functional N-methyl D-aspartate receptor (NMDAR), a feature also reported in some neurological and neurodegenerative disorders. In contrast to human cortical neurons of schizophrenic patients, the promoters of Gad$_{67}$ and Reln were not hypermethylated in these ES cell-derived mouse neurons. These findings suggest that overexpression of DNMT1 may alter the epigenetic composition of the ES cell genome, which would involve dysregulation of genes other than Gad$_{67}$ and Reln (such as genes encoding components of NMDAR) leading to abnormal neuronal differentiation.

8.3.4 HSAN1

Hereditary sensory neuropathy with dementia and hearing loss (HSAN1) is a neurodevelopmental syndrome recently reported to be caused by mutations in the human DNMT1 gene. HSAN1 is one of just a handful of human syndromes in which abnormalities in genomic methylation are associated with neurodevelopmental disorders. Interestingly, HSAN1
is inherited in an autosomal dominant manner, and is due to mutations in a region of DNMT1 that targets it to nuclear replication foci. The mutations lead to premature degradation of mutant proteins, reduced enzyme activity, and decreased heterochromatin binding during the G2 cell cycle phase resulting in genome-wide hypomethylation and local hypermethylation. The autosomal dominant feature is particularly interesting; the wild-type protein presumably remains in cells, but in the presence of the mutant protein is unable to maintain methylation. To our knowledge, this is the first example of a heterozygous DNMT1 mutation in either mouse or human giving rise to a mutant developmental phenotype. Possible explanations for the molecular abnormalities in heterozygous HSAN1 individuals include haploinsufficiency and dominant-negative effects. Because HSAN1 mutations fall within a DNMT1 domain implicated in dimerization [15,16], we can speculate that heterodimers between wild-type and mutant DNMT1 proteins readily form and, through a dominant-negative mechanism, such as instability and impaired heterochromatin binding of the heterodimer, lead to insufficient and/or inaccurate maintenance methyltransferase activity.

8.3.5 ICF Syndrome

DNMT3B mutations are found in patients with immunodeficiency-centromeric instability-facial anomalies (ICF) syndrome [17]. Facial dysmorphism, mental retardation, recurrent and prolonged respiratory infections, infections of the skin and digestive system, and variable immune deficiency with a constant decrease of IgA are the most common features observed in the ICF syndrome patients. Cytogenetic abnormalities in these patients include chromosome alterations affecting the heterochromatic regions of chromosomes 1, 9, and 16 with despiralization, chromatid and chromosome breaks, somatic pairing, and interchanges between homologous and non-homologous chromosomes. The pericentromeric heterochromatin of these chromosomes always becomes decondensed and fuses to produce multiradial configurations in ICF syndrome. At molecular level, ICF syndrome patients show undermethylation of classical satellite DNA located in the pericentromeric regions of chromosomes 1, 9, and 16, and on the distal long arm of the Y chromosome. Alpha satellite DNA is largely unaffected. Studies using cells from ICF syndrome patients showed extensive hypomethylation, advanced replication time, nuclease hypersensitivity, and a variable escape from silencing for genes on the Y and the inactive X chromosomes. Global expression profiling of lymphoblastoid cell lines from three ICF syndrome patients and five normal controls revealed significant changes in expression levels of genes involved in immune function, signal transduction, mRNA transcription, development, and neurogenesis. Abnormal epigenetic modifications in ICF cells include loss of methylation at promoter regions of several genes such as LHX2, loss of histone H3K27 trimethylation (repressive mark), and gain of H3K9 acetylation and H3K4 trimethylation (activation marks). Several of the derepressed genes include homeobox genes critical for immune system, brain, and craniofacial development. These genes showed a consistent loss of binding of the SUZ12 component of the PRC2 polycomb repression complex. These molecular and cytogenetic findings in ICF syndrome cells suggests that DNMT3B mutations are pleiotropic and affect the expression of several genes including those related to the development of the nervous system.

8.3.6 Rett Syndrome

A major functional consequence of DNA methylation, whether heritable or not, is its negative effect on gene transcription (Figure 8.4). As exemplified by the Rett syndrome, MBD proteins play major roles in this process. Rett syndrome is the prototypical neurodevelopmental syndrome with a heritable defect in the epigenetic machinery. It is an X-linked neurological disease caused by genetic defects in MeCP2 that affects one girl in 10 000—15 000 live births. Girls with Rett syndrome develop normally, but between 6 and 18 months of age, there is the onset of an autistic stage, characterized by loss of cognitive, motor, and social skills. During this stage, they develop characteristic neurological symptoms, such as stereotypical hand-wringing
and clapping, indicative of loss of purposeful motor control. The disease is progressive, and after a period in which the clinical manifestations appear stable, additional deterioration occurs, leading to severe mental retardation and motor impairments, including ataxia, apraxia, and tremors. A few boys with Rett syndrome have been described, and they typically have more severe disease progression [18]. These observations are consistent with an X-linked mosaicism in females, with normally functioning cells (X chromosome with mutant MeCP2 allele is inactive) intermixed with dysfunctional cells (wild-type MeCP2 allele is inactive), each cell functioning autonomously with respect to its MeCP2 protein activity. Males are more severely affected because they have a single, mutant Mecp2 allele. The specific Mecp2 mutation has some effect on the phenotypic manifestation; mutations in the amino-terminus of the protein correlated with a more severe clinical presentation compared with mutations near the carboxyl-terminus [19]. However, it is the pattern of X inactivation that is most closely associated with disease severity; those individuals whose neurons show inactivation of X chromosomes containing the mutant MeCP2 allele have milder Rett syndrome phenotypes. Even a few healthy female carriers have been identified because a very skewed pattern of X inactivation resulted in a high percentage of cells with an inactive mutant MeCp2 allele [20].

Skewed X inactivation is also associated, in a poorly understood way, with familial cases of Rett syndrome. In four out of five families with Rett syndrome, no MECP2 mutations were found [21]. In these familial cases, all the mothers and six out of eight affected girls had a highly skewed pattern of X inactivation and it was the paternal X chromosome that was active. Analysis using polymorphic DNA markers suggested that the two traits, highly skewed X inactivation and Rett syndrome, are not linked. Based on these results, Villard et al. [21] proposed that familial Rett syndrome is due to the inheritance of two traits: an X-linked locus abnormally escaping X inactivation, and the presence of highly skewed X inactivation in carrier women.

The precise molecular mechanism of MeCP2 function has been debated since MeCP2 was identified as a methyl-cytosine binding protein, prior to the realization of MeCP2 mutations in Rett syndrome. Studies of mutations in Rett syndrome, males with duplications of the Mecp2 gene, and mouse models of Rett syndrome have been highly instructive in advancing our knowledge of MeCP2’s function. Mutations in MeCP2 leading to Rett syndrome are found in highly conserved regions, and virtually all of these are loss-of-function or partial loss-of-
function mutations [22]. This conclusion is consistent with the aforementioned strong correlation of Rett syndrome phenotype with skewing of X inactivation rather than with specific mutation. Interestingly, males with MeCp2 gene duplications also exhibit neurodevelopmental and mental retardation that overlaps with phenotypes seen in traditional Rett syndrome [23], indicating that the proper allelic dose of MeCp2 is important for normal neurodevelopment and nervous system function and that loss or gain of MeCP2 activity lead to similar nervous system defects.

Observations that both MeCP2-null mice and mice with brain-specific deletions of MeCP2 recapitulate a number of key features of Rett syndrome suggest that the site of dose-dependent MeCP2 defects is the central nervous system [24]. Furthermore, a mouse model expressing MeCP2 under the Tau promoter, which is primarily neuron-specific, rescued MeCp2-null mice, and transgenic mice overexpressing MeCP2 had phenotypes similar to the human MeCP2 duplications [25]. The finding that MeCP2 is very abundant in neuronal nuclei and that MeCP2 deficiency results in global changes in neuronal chromatin structure further supports the notion that MeCP2 primarily functions in neurons of the CNS and that Rett-syndrome neurodevelopmental abnormalities are a consequence of disturbances in MeCP2’s neuronal functions [26]. From these observations, Skene et al. [26] postulated that MeCP2 may not act as a gene-specific transcriptional repressor in neurons, but might instead dampen transcriptional noise genome-wide in a DNA methylation-dependent manner. This unifying idea may help explain the apparent contradiction that MeCP2 functions as a transcriptional repressor in complex with the co-repressor Sin3a and HDACs, and also binds to promoters of activated genes in association with the transcriptional activator CREB1 (cAMP response element binding protein 1) [27]. Recently, MeCP2 expression in astrocytes and microglial cells has been described, and loss of glial expression of MeCP2 in mouse models of Rett syndrome was found to contribute to behavioral phenotypes [28–31]. Collectively, these findings suggest that both cell-autonomous neuronal deficits and interactions between MeCP2-deficient non-neuronal cells and neurons contribute to the pathologies of Rett syndrome.

Detailed histomorphological analyses of Rett syndrome brains revealed abnormal neuronal morphology but not neuronal death [32]. This observation, together with highly informative mouse studies, has helped to clarify the role of MeCP2 in nervous system development and function. Guy et al. [33] showed that the neurological symptoms of Rett syndrome can be reversed by reactivating MeCP2 in an adult model where the disease was already established. Specifically, reactivation of MeCP2 expression in Mecp2-null male mice beginning 4 weeks after birth (before the development of symptoms) prevented their certain death by 11 weeks of age [33]. In both MeCP2-null males and heterozygous mutant females that developed clear neurological symptoms, the symptoms were reversed upon restoration of MeCP2 expression. Importantly, these studies showed that the developmental absence of MeCP2 does not irreversibly damage neurons, and they are consistent with the notion that MeCP2 is required to stabilize and maintain the mature neuronal state. An explanation for this remarkable reversal of phenotype when MeCP2 expression is restored is that DNA methylation patterns are laid down normally in the absence of MeCP2 and restored MeCP2 will distribute according to the genomic patterns of CpG methylation. That is, essential MeCP2 target sites in neuronal genomes are encoded solely by patterns of DNA methylation that are established and maintained normally in cells lacking the protein. This work provided a proof of concept that symptoms of the disorder may be reversible in humans.

Recently, it has been shown that switching off MeCP2 in adult mice results in the appearance of behaviors typically seen in Rett syndrome [34]. This finding argues that early expression of the gene does not protect against the development of symptoms if the disease gene is later inactivated. Thus brain cells must have MeCP2 at all times to function normally, yet loss of MeCP2 does not cause irreversible cellular damage.
8.3.7 ATR-X Syndrome

MeCP2 interacts with several other proteins [35] including other chromatin proteins, and mutations in some of the genes encoding these proteins are also associated with neurodevelopmental disorders. MeCP2 physically interacts with alpha thalassemia/mental retardation syndrome X-linked homolog protein (ATRX), which belongs to the sucrose nonfermenting 2 (SNF2) family of chromatin remodeling proteins. These proteins use energy from hydrolysis of ATP to disrupt nucleosome stability. ATR-X syndrome is an X-linked disorder with mutations in the ATRX gene. The syndrome is confined to males. Female carriers are intellectually normal and no consistent physical manifestations have been recognized. The syndrome is characterized by severe mental retardation, associated with unique physical anomalies, varying degrees of urogenital abnormalities, and alpha thalassemia. Phenotypic abnormalities are not confined to the nervous system, as there are non-neurological abnormalities, such as craniofacial defects, skeletal abnormalities, and lung, kidney, and digestive problems. Mild cerebral atrophy may be seen, and in two cases partial or complete agenesis of the corpus callosum was reported [36].

Studies of the pattern of X inactivation in carriers for ATR-X syndrome showed that in most of them, the abnormal X chromosome is predominantly inactivated in cells from a variety of tissues. ATRX is found in the nucleus in association with pericentric heterochromatin [37]. ATRX protein was significantly reduced in a group of patients with a wide variety of ATRX mutations, and in some patients the protein was virtually undetectable. These findings are consistent with the view that the significant effect of these mutations is a decrease in normal cellular ATRX activity. How loss of ATRX activity leads to ATR-X syndrome is not clear. ATRX influences effects on gene expression through interactions with MeCP2. ATRX mutations in humans result in aberrant DNA methylation patterns in several repetitive elements, including ribosomal DNA repeats, subtelomeric repeats, and Y-specific satellite repeats [36]. Moreover, the consistent clinical features of ATR-X syndrome suggest that ATRX regulates expression of a discrete subset of genes, alpha-globin being one well-defined example. This notion is supported by the observation that human ATRX mutations cause alpha-thalassemia by down-regulating alpha-globin but not beta-globin expression.

The importance of the MeCP2-ATRX interaction in neurodevelopment is highlighted in the phenotypes of patients harboring MeCP2 variants that are not Rett syndrome mutations. In particular, the A140V mutant MeCP2 protein has been reported in hemizygous males of several independent X-linked mental retardation (XLMR) families [38]. Because these XLMR males survive past birth, the A140V mutation is therefore less severe than MeCP2 mutations associated with Rett syndrome. The only measurably altered property of the A140V mutant is loss of the ability to interact with ATRX, whereas MeCP2 mutant proteins in Rett syndrome patients have additional abnormalities in addition to reduced ATRX binding. Thus, inappropriate targeting of ATRX likely contributes to transcriptional defects, altered neuronal phenotypes, and the neurological abnormalities seen in both Rett syndrome patients and Mecp2-null mice.

8.3.8 Cornelia de Lange Syndrome

MeCP2 also interacts with structural components of the cohesin complex, and MeCP2, ATRX and cohesin co-occupy genomic imprinting control regions in cells of the mouse forebrain [39]. Because of these interactions, it is not surprising that mutations in genes encoding cohesin structural and regulatory proteins are associated with neurodevelopmental abnormalities. Cornelia de Lange syndrome (CdLS) is a dominantly inherited disorder with a characteristic facial appearance, malformations of the upper extremities, gastroesophageal dysfunction, growth retardation, and abnormalities in cognitive development. Mental retardation in CdLS patients, although typically moderate to severe, displays a wide range of
variability. The majority of CdLS cases are due to mutations in the cohesin regulatory subunit NIPBL (nipped B-like) or structural subunits SMC1A and SMC3 [7]. Mutations in NIPBL, the vertebrate homolog of the yeast Scc2 protein and a regulator of cohesin loading and unloading, comprise ~50% of CdLS cases. The predicted outcomes of NIPBL mutations are truncated or untranslated proteins, suggesting that NIPBL haploinsufficiency results in CdLS phenotypes [40]. That haploinsufficiency is a mechanism in CdLS is confirmed by the child with a large deletion of the NIPBL region and severe manifestations of CdLS [41].

Mutations in genes encoding other components of cohesin are associated with CdLS or the related Roberts and SC phocomelia syndromes (RS/SC). Mutations in SMC1A and SMC3, which are structural cohesin subunits, contribute to ~5% of CdLS cases and result in consistently milder CdLS phenotypes with absence of major anatomical anomalies [42,43]. Smc1L1, which encodes the SMC1A cohesin subunit, is on the X chromosome and the affected individuals are male. This indicates that the mutations are unlikely to be strong loss-of-function alleles, which would likely be lethal. Notably, Smc1L1 escapes X-inactivation, and of the three female carriers that passed on a Smc1L1 gene mutation, one displayed very mild characteristics consistent with CdLS. This additional clinical and cytogenetic information suggests that human Smc1L1 mutations are probably partial loss-of-function mutations, and the retention of some function in mutant SMC1A proteins is a very likely explanation for their association with viable, yet neurodevelopmentally abnormal, CdLS patients. In this regard analysis of CdLS-associated mutant SMC1A and SMC3 proteins indicates that they are likely to be stable proteins in vivo [43]. As stable, expressed proteins, it is very likely that they contribute to cohesin complexes with altered (partial) function. The Roberts and SC phocomelia syndromes (RS/SC) are due to mutations in the cohesin regulator ESCO2 [44]. ESCO2 is a member of a conserved family that is required for the establishment of sister chromatid cohesion during S phase and may have acetyltransferase activity (Figure 8.3B).

As evidenced by near absence of sister chromatid cohesion defects among CdLS patients, sister chromatid cohesion seems to be minimally affected or not affected at all by dosage changes of cohesin and its associated proteins. Thus, the clinical phenotypes of CdLS and RS/SC are more likely the result of cohesin-mediated gene dysregulation during embryonic development. Studies in Drosophila have shown that the sister chromatid cohesion complex controls gene activation [45,46]. Such studies suggest a molecular etiology of abnormal phenotypes in CdLS patients, because effects on gene expression during human embryogenesis could lead to the development anomalies seen in CdLS patients. The Drosophila Nipped-B gene, an ortholog of the budding yeast gene Scc2, is required for cohesin to bind to chromosomes. Nipped-B regulates the loading of the structural subunits of cohesin onto chromosomes. In Drosophila, Nipped-B-mediated cohesin-loading is required for long-range activation of two homeobox protein genes that play critical roles in development. Specifically, reducing cohesin concentrations boosts cut gene expression, whereas reducing Nipped-B levels diminishes cut gene expression in the emergent wing margin [45]. The interpretation of these findings is that cohesin acts as an insulator that blocks enhancer–promoter communication, similar to the manner in which cohesin blocks spreading of SIR protein complexes at the HMR locus in budding yeast [47]. How cohesin might hinder enhancer–promoter communication in this model is not known. One possibility is similar to that proposed for the gypsy transposon insulator, where the insulator blocks a spread of homeoprotein binding between the enhancer and the promoter [48]. Nipped-B might facilitate gene activation by regulating the dynamic equilibrium between bound and unbound cohesin. Reduced Nipped-B activity, in principle, would slow the kinetics of cohesin removal and therefore block timely gene activation during Drosophila development. It is important to note that although effects on sister chromatid cohesion are seen in homozygous Nipped-B mutants, they were not observed in heterozygous mutants. However significant effects on gene expression were observed in heterozygous Nipped-B mutants [46]. A schematic of the structure of cohesin and how it may control the expression of genes is shown in Figure 8.3B.
Human Smc1L1 mutations cause similar developmental problems as NIPBL mutations. An intriguing possibility is that the identified Smc1L1 mutations are not null alleles, but slow down cohesin-binding dynamics as is proposed above in the case of reduced NIPBL levels. Similar effects may also occur in RS/SC syndrome patients because there are common features in Cornelia de Lange and RS/SC syndrome patients. Nevertheless, the detailed molecular etiology of RS/SC syndromes is probably distinct from the proposed effects of CdLS mutations on long-range gene activity. For example, key features of RS/SC patients not found in CdLS patients are the presence of chromosomal and mitotic defects. In addition, RS/SC patients show effects on cohesion specifically in heterochromatic but not euchromatic regions. In conclusion, the chromosomal and mitotic defects in RS/SC syndrome, taken together with the similar abnormal developmental phenotypes of Cornelia de Lange syndrome suggest an overlap in the cohesin-mediated functions of chromatid cohesion and control of gene expression.

8.3.9 MeCP2-ATRX-Cohesin Gene Regulation

That most human neurodevelopmental disorders are associated with mutations in the interacting chromatin proteins MeCP2, ATRX, and cohesin is interesting and raises the issue of why mutations in genes encoding these proteins are compatible with embryonic and postnatal development, albeit abnormal development? Although we do not know the answer to this question, the modes of inheritance of the associated neurodevelopmental disorders provide some insight into this issue. ATRX is an X-linked gene and the ATR-X syndrome is found in males carrying mutations that are likely loss-of-function mutations, indicating that complete loss of ATRX is tolerated and probably required to produce the syndrome. MeCP2 is more essential for development than ATRX because male carriers have a much more severe disease progression than females, which presumably leads to an early embryonic death. Moreover, females with Rett syndrome are protected from severe early consequences because they are X-chromosome mosaics. Likewise, CdLS is inherited as an autosomal dominant trait and more rarely as an X-linked trait, suggesting that only a partial loss of function is tolerated (reviewed in [49]). All in all, based on our discussion so far, there are just a handful of neurodevelopmental disorders due to mutations in epigenetic genes, and most of these involve partial loss-of-function of proteins (or loss of just mutant-cell function in an X-chromosome mosaic background) associated with higher-order chromatin structure and function.

How might dysregulation of MECP2, ATRX, and cohesin interactions lead to neurodevelopmental disorders? In in vivo and cell culture experiments, using mice and their imprinted genes and DMDs as a model, Kernohan et al. [39] showed that ATRX, cohesin, and MeCP2 co-occupy imprinting control regions in the mouse forebrain. Furthermore, loss of ATRX led to reduced occupancy of cohesin, CTCF, and MeCP2 at the Gtl2 and other imprinting DMDs. The fact that ATRX is essential to achieve full occupancy of cohesin and CTCF at target imprinted domains potentially implicates ATRX in the regulation of higher-order chromatin conformation, insulator functions, or monoallelic gene expression. In neurons however, ATRX is not likely to govern all occupancy and effects of MeCP2 because the loss of MeCP2 activity in mice and in males with MeCP2 mutations leads to more severe effects than loss of ATRX activity. The investigators concluded from their studies that ATRX partners with cohesin and MeCP2 and contributes to developmental silencing of imprinted genes in the brain. Mechanistically, MeCP2 and cohesin function in chromosomal looping, and the presence of ATRX at target genes with cohesin and MeCP2 suggests that ATRX may also modulate chromatin loop formation by promoting specific long-range interactions. In regards to the ATR-X and Rett syndromes, the interaction between ATRX and MeCP2 might also control the expression of certain MeCP2-bound non-imprinted genes involved in cognitive function through their epigenetic regulation.
The finding that ATRX is essential to achieve full occupancy of cohesin and CTCF at target imprinted domains potentially implicates ATRX in the regulation of higher-order chromatin conformation, insulator functions, or monoallelic gene regulation. It is possible that CTCF and cohesin perform their insulator functions in different tissues in collaboration with various members of the SNF2 family of chromatin remodeling proteins, including ATRX. The interplay among ATRX, MeCP2, CTCF, and cohesin proteins at imprinting control regions, and probably at other sites in the neuronal genome, raises the intriguing possibilities that neurodevelopmental syndromes may also be associated with mutations in the CTCF gene or in one or more of the genes encoding cohesin subunits. No human mutations are known in CTCF and there are also no mouse knockout models to study inactivation of \(\text{Ctcf}\) gene in neurodevelopment. Limited information available based on conditional knockouts of \(\text{Ctcf}\) or depletion of CTCF in oocytes suggests that CTCF is critical for cell cycle and development. For example, lack of CTCF in the female germline results in abnormal meiosis and mitosis, associated with lethality at 4-cell stage of preimplantation development [50]. By extension of the studies using conditional \(\text{Ctcf}\) alleles, it is possible that CTCF may be essential for survival of neurons as well. As discussed above, mutations in genes encoding cohesin structural and regulatory subunits are associated with CdLS, a neurodevelopmental syndrome.

8.3.10 Rubenstein–Taybi Syndrome

The Rubenstein–Taybi syndrome is characterized by a range of phenotypic abnormalities. Many organs are affected, not just the nervous system. It is an autosomal dominant disorder characterized primarily by mental retardation. There are also physical abnormalities, including postnatal growth deficiency often followed by excessive weight gain in later childhood or puberty, abnormal craniofacial features and an increased risk of cancer. In approximately 55% of cases, the syndrome is associated with de novo mutations in the CREB binding protein (CBP). Genetic cause in about 42% of the cases is not known. CBP is a histone acetyltransferase (HAT) closely related to the p300 family of proteins, and a transcriptional co-activator that is shown to interact with more than 300 transcription factors and the general transcription machinery [51]. CBP and p300 have been shown to regulate hematopoietic stem cells raising the possibility of their involvement in stem cell biology [52]. Consistent with the autosomal inheritance of the syndrome, mouse studies showed that haploinsufficiency of CBP results in cognitive dysfunction associated with mature circuit abnormalities [53]. In regard to its role in neurological development, knockdown of CBP protein levels in utero results in significant reduction in the efficiency of neurogenesis and gliogenesis from cortical precursor cells [54]. CBP has been shown to bind to neural promoters and mediate histone acetylation, and therefore is thought to be essential for the expression of the neural lineage-specific genes during differentiation of neurons. Taken together these results are in line with our earlier suggestion that neurological disorders are only the outcomes of “less severe effects” of mildly aberrant epigenetic machinery.

8.3.11 Coffin–Lowry Syndrome

Coffin–Lowry syndrome is another of the handful of rare neurodevelopmental syndromes linked to defects in chromatin remodeling and maintenance of chromatin architecture. It is an X-linked disorder associated with a broad set of severe systemic abnormalities in male patients, including neurodevelopmental abnormalities. Phenotypic features of male patients include growth and psychomotor retardation, general hypotonia, and skeletal abnormalities. The mental retardation is usually severe. Facial features in affected males are very characteristic, and include a prominent forehead, down-slanting palpebral fissures, orbital hypertelorism, thick lips, a thick nasal septum with anteverted nares, and irregular or missing teeth. In heterozygous “carrier” females, there is a wide range of milder phenotypes, such as minor facial coarsening and obesity.
At the molecular level, Coffin–Lowry syndrome is caused by loss-of-function mutations in RSK2 (also known as RPS6KA3), which encodes a serine/threonine protein kinase belonging to the RSK family of kinases (RSK1 to RSK4) in humans. Mice lacking RSK2 survive to birth, but have defects in osteoblast differentiation resulting in skeletal abnormalities. They also show impaired spatial learning and reduced control of exploratory behavior [55]. In utero mouse experiments involving RSK2 knockdowns indicated that loss of RSK2 results in a significant decrease in neurogenesis, an increase in the radial precursor cells, defective dopaminergic receptor function, impaired learning and coordination [56]. Coffin–Lowry is an epigenetic disease because RSK2 normally influences chromatin structure through two different mechanisms: direct phosphorylation of histones and by interacting with CBP, a histone acetyltransferase. Even though phosphorylation of H3 in response to epidermal growth factor is defective in cell lines derived from patients with Coffin–Lowry syndrome, whether dysregulation of transcription through this mechanism contributes to cognitive impairment in patients with Coffin–Lowry syndrome is not clear. A possible reason behind survival of Rsk−/− mice with developing skeletal and neurological abnormalities is that RSK2 plays an important role in osteogenesis and neurogenesis, whereas in development of other tissues, other members of the RSK family play an important role.

8.3.12 Kabuki Syndrome

Kabuki syndrome is characterized by mental retardation, distinctive facial appearance, developmental delay, short stature, and urogenital tract anomalies. A recent study identified mutations in the autosomal MLL2 gene in approximately half of Kabuki syndrome patients [57,58]. Most of these cases are due to dominant de novo MLL2 mutations. Mutations were found throughout the gene and included nonsense mutations, splice-site mutations, small deletions or insertions and missense mutations. MLL2 encodes a large 5262-residue protein that is part of the SET family of proteins, of which Trithorax, the Drosophila homolog of MLL, is the best characterized. The SET domain of MLL2 confers strong histone 3 lysine 4 methyltransferase activity and is important in the epigenetic control of active chromatin states. Most of the MLL2 variants identified in individuals with Kabuki syndrome are predicted to truncate the polypeptide chain before translation of the SET domain. The syndrome more likely results from haploinsufficiency than a gain of function because the few pathogenic missense variants are located in region of MLL2 that encode C-terminal domains. Therefore, a human syndrome with surviving affected individuals with MLL2 mutations is probably only evident through partial loss of function.

8.4 NEURODEVELOPMENTAL DISORDERS DUE TO ABERRANT EPIGENETIC PATTERNS

We will now look at some neurodevelopmental disorders that have arisen due to aberrant epigenetic patterns.

8.4.1 Fragile X Spectrum Disorders

The FMR1 locus on the X chromosome is associated with three distinct fragile X spectrum disorders: fragile X syndrome (FXS), fragile X-associated tremor/ataxia syndrome (FTAS), and fragile X-associated primary ovarian insufficiency (FXPOI). FXS is the leading cause of inherited cognitive disability, in which affected males have mild to severe cognitive disability, macro-orchidism and connective tissue dysplasia due to an expansion of a CGG trinucleotide (triplet) repeat located in the 5′ untranslated region (UTR) of the FMR1 gene. The repeat length is variable in the normal human population, ranging from six to 55 repeats [59]. Upon maternal transmission, a repeat can become unstable, resulting in an expansion in the offspring. Expansions into the range of 55–200 repeats generate premutation FMR1 alleles, and expansions above 200 repeats from a premutation carrier female generate full-mutation
alleles. The latter expansions initiate a series of molecular events leading to transcriptional silencing of the \textit{FMR1} gene. The order of events appears to be histone deacetylation and H3-K9 methylation, followed by DNA methylation and H3-K4 demethylation [60]. Repeat binding proteins that attract HDACs, HMTs, DNMTs, and heterochromatin protein 1 (HP1) are implicated in this cascade of silencing events (reviewed in [61]. The absence of \textit{FMR1} transcription and consequentially \textit{FMR1} protein (FMRP) in males with full-mutation alleles is the cause of FXS, whereas high expression of CGG-containing transcripts from premutation alleles initiates a cascade of events that culminate in central nervous system degeneration and FXTAS, probably via alterations in the availability of RNA-binding proteins. Female carriers of premutation alleles are at risk of developing FXPOI [62].

Recent studies using neuronal and non-neuronal cell lines from normal, premutation, and FXS individuals showed that the transcription of \textit{FMR1} gene is quite complex in these individuals. Exon 1 of \textit{FMR1} contains a sense promoter with three transcription start sites (sites 1–3) and an antisense promoter with multiple start sites. In addition there is another antisense promoter located >10 kb downstream to the sense promoter. The activity of these promoters and usage of the transcription start sites was shown to be dependent on the repeat length. In cell lines with normal repeat length, the distal-most start site in the sense promoter (site 3) is mostly used. As the repeat number increases, the proximal sites (sites 1 and 2) are used more heavily [63]. This promoter usage may explain the observation that in female carriers, the \textit{FMR1} transcript levels are higher. In these carriers, the antisense transcripts (ASFMR1) from the distal promoter also predominate. However, in full-mutation cells, the antisense transcript is not detected. It has been suggested that both FMR1 and ASFMR1 may contribute to the variable phenotypes associated with the repeat expansion [64]. On the basis of the observations of the antisense transcripts in FXS and other patients with triplet nucleotide expansions, Kumari and Usdin [61] proposed an RNA-based model for formation of heterochromatin in the full-mutation cases. In this model, the affected gene generates a region of double-stranded RNA (dsRNA) that is a Dicer substrate. Irrespective of the source of dsRNA, the dicer products load onto the RNA-induced transcriptional silencing (RITS) complex and target the complex to the affected gene. RITS complex then facilitates hypoacetylation of histones H3 and H4, methylation of H3-K9, and DNA methylation.

The involvement of epigenetic mechanisms in fragile X spectrum disorders extends beyond transcriptional silencing of full-mutation \textit{FMR1} alleles by DNA methylation. In rare cases of males with unmethylated full mutations, histone H3/H4 acetylation and H3 lysine 9 methylation patterns were similar to those found in FXS cell lines, suggesting that these post-translational changes alone are not sufficient for full-mutation allele inactivation [65]. Rather, it is likely that the acquisition of stable DNA methylation in the repeat-expanded promoter region is required for complete transcription repression. Consistent with this notion are recent observations in iPSC cells from FXS individuals of the permanence of embryonically derived methylation on the full-mutation repeats [66]. In another example of epigenetic regulation of repeat-expanded \textit{FMR1} alleles by mechanisms other than DNA methylation, overexpression of \textit{FMR1} mRNA and the accompanying neurodegeneration in a \textit{Drosophila} model of premutation FXTAS can be effectively suppressed by the application of histone acetyltransferase inhibitors [67].

Recently, much has been learned about the normal function of FMRP, which in turn has provided insight into pathogenesis of FXS, in which FMRP is not expressed or expressed at very low levels. FMRP is a cytoplasmic RNA-binding protein found in synapses in CNS neurons, and known to repress translation of mRNAs [68]. One hypothesis on the cause of FXS postulates that, in the absence of FMRP, loss of repression of metabotropic glutamate receptor (mGluR)-mediated pathways leads to the distinct cognitive and behavioral features of FXS [69]. More specifically, FMRP may be indirectly involved in the temporal and spatial controls of translation by controlling microRNA-mediated translational inhibition in
response to mGluR signals [70,71]. This connection between FMRP and mGluR signaling may be the reason for the mitigation of behavioral abnormalities in individuals with FXS by the administration of an inhibitor of metabotropic glutamate receptor 5 (mGluR5)-mediated signaling [72].

8.4.2 Imprinting Disorders

Genomic imprinting is an epigenetic process that distinguishes alleles based on their parental origin. The main consequences of the imprinting processes are imprinted genes in diploid cells of the developing mammalian organism in which one allele is transcribed and the opposite allele is transcriptionally silent (monoallelic expression). There are approximately 100 known imprinted genes. There are a number of different ways in which genome-wide imprinting (set of monoallelically expressed genes) can be experimentally disrupted in the developing mouse embryo. These methods include failure to inherit the complete maternal set of imprints by blocking their formation in Dnmt3L−/− oocytes, absence of paternal set of imprints (parthenogenotes) and absence of maternal set of imprints (androgenotes). All of these methods lead to a combination of loss of expression of some imprinted genes and biallelic expression of other imprinted genes and embryonic death. The approximately 100 imprinted genes are organized into 16 distinct clusters, which are distributed among approximately one-half of the autosomes. Imprinting can also be lost locally by disrupting the genetic or epigenetic integrity of a single imprinted gene or cluster of imprinted genes. This can occur spontaneously or it can be experimentally induced, and is usually associated with viable fetal outcomes.

Mutations or epigenetic changes within one cluster of imprinted genes has been particularly revealing about the role of some imprinted genes in neurodevelopment. The Angelman and Prader–Willi syndromes are associated with mutations in a cluster of imprinted genes on chromosome 15. Angelman syndrome is a neurodevelopmental disorder characterized by intellectual and developmental delays, sleep disturbance, seizures, jerky movement, frequent laughter or smiling, and usually a happy demeanor. It is due to a loss of expression of the Ube3A gene, which is normally imprinted and expressed in the central nervous system from just the maternal allele [73]. This gene encodes for an E6-AP ubiquitin ligase. The frequency is approximately 1 in 20 000 live births, and it is most commonly due to de novo deletions in an upstream imprinting control element for Ube3A expression. Besides the behavioral and neurological symptoms, there are also pathognomonic neurophysiological findings. Angelman syndrome is not a neurodegenerative syndrome, and individuals with Angelman’s syndrome have a near normal lifespan. Prader–Willi syndrome is a neurodevelopmental disorder distinct from Angelman syndrome that occurs at a frequency of 1/25 000 to 1/10 000 births. IQ is low, but there is much variability. Children show an unusual cognitive profile, and have behavioral problems, primarily hyperphagia with the development of morbid obesity. These are recognizable, viable syndromes with distinct clinical characteristics and neurodevelopmental abnormalities because of the localized nature of the mutations or epigenetic abnormality, rather than a complete disruption of genomic imprinting at all DMDs.

Separate disruptions within the same cluster of imprinted genes on chromosome 15 lead to the two clinically distinct syndromes. Important studies of Angelman and Prader–Willi syndrome patients with deletions within the chromosome-15 cluster of imprinted genes identified a region deleted in all Prader–Willi patients and a separate region deleted in all Angelman syndrome patients with Chromosome-15 deletions. These are designated SRO (shared region of overlap; [74], reviewed in [75]). Studies of the Prader–Willi SRO revealed important insights into the molecular and developmental etiology of the syndrome. Within the SRO is a differentially methylated domain (DMD). Approximately one-half of Prader–Willi syndrome cases are due to microdeletions of paternal chromosome 15, within the SNURF/SNRPN cluster,
removing the paternal allele of the DMD and usually adjacent sequences/genes. Deletion of the unmethylated paternal SNURF/SNRPN DMD allele leads to transcriptional repression of the imprinted genes controlled by the DMD. Most of the remaining PWS cases are associated with maternal heteroisodisomy and paternal nullisomy of chromosome 15. In these cases, genes regulated by the DMD sequences are transcriptionally repressed because both (maternal) alleles of the DMD are methylated. Importantly, the other DMDs in the genome function normally. In a similar vein, most cases of Russell—Silver syndrome (not a neurodevelopmental disorder) are caused by loss of paternal IGF2/H19 DMD methylation, leading to a loss of IGF2 expression in the developing fetus, which accounts for the markedly reduced weight at birth. Most cases of Beckwith—Weidemann syndrome (another imprinting disorder) are due to de novo epigenetic events in which methylation on the maternal KvDMR (KCNQ1 DMD) is never established during oogenesis or, if established, not maintained in the period immediately following fertilization. Again, as with PWS and RSS, only a single DMD functions abnormally, either because of a mutation or because of an abnormality in its normal epigenetic integrity.

The developmental etiologies of the two syndromes can be best understood with the realization that the ICs for the two syndromes are sites of critical parent-specific epigenetic modifications. The imprinting process creates a few DMDs in the genome (16 in the mouse and probably a similar number in the human), which are unique landmarks of inherited parent-specific epigenetic information. For each DMD, one parental allele is methylated, having acquired its methylation in the parent’s germline and maintained (inherited) this methylation after fertilization. The opposite parental DMD allele does not acquire methylation during gametogenesis, and thus maintains the unmethylated epigenetic state following fertilization in the embryo. How do DMDs appear in the genome? DNA methylation is an epigenetic process that can be logically divided into two distinct purposes, the inheritance of information and the control of transcription. Imprinting is primarily an issue of the inheritance of epigenetic information and secondarily an issue of regulation of transcription. Thus, certain imprinting disorders are neurodevelopmental disorders associated with disruption of critically important inherited methylation patterns.

Another reason for the existence of imprinting disorders is that the majority of imprinted genes are expressed either in the placenta or in the developing embryonic nervous system, possibly at later stages of development, resulting in survivors with the syndrome. The spatial and temporal expression of imprinted genes is even more constrained when referring to genes within a single cluster.

8.5 MATERNAL DUPLICATIONS VERSUS PATERNAL DUPLICATIONS IN PWS/AS REGION

Familial analyses of individuals affected with neuropsychiatric disorders suggest that whereas maternal duplications in the human 15q11.2—15q13 regions are associated with autism, paternal duplications are associated with milder phenotypes with reduced penetrance and even benign in some cases [76]. A recent study shows that maternal duplications are more frequently associated with schizophrenia and schizoaffective disorders than paternal duplications [77]. Although the precise molecular basis for pathogenicity is not established, it is clear from these studies that altered gene dosage is the underlying mechanism. Consistent with this possibility, maternal isodicentric chromosomes significantly increase the risk for autism spectrum disorder (ASD). Expression analysis of cells from patients carrying the maternal duplications suggested involvement of altered epigenetic patterns with complex changes in expression of the genes in the 15q11.2—15q13 region. This region also includes three non-imprinted GABA receptors and therefore changes in the copy number/gene dosage involving GABA receptors may lead to ASD phenotypes. Consistent with this possibility, altered expression patterns of GABRB3,
GABRA5, and GABRG3 was observed in some of the postmortem cerebral cortex samples from patients with ASD [78]. Taken together, these reports suggest that mechanism of pathogenesis due to changes in the copy number of genes in the 15q11.2–15q13 is not yet clear and can be fairly complex.

8.5.1 Possibilities of Epimutations

Epimutation can be described as a heritable change in gene expression that does not affect the actual base-pair sequence of DNA [79] and should be able to explain the phenotype observed in a patient. From the discussion above, epimutations include both DNA methylation and histone modification changes. Epimutations, by definition should involve one of the two alleles of a candidate gene that are equivalent to loss of function through silencing of an essential gene or inappropriate activation of a gene which is otherwise silent in that particular tissue. At present there are only two cases implicating epigenetic modifications of candidate genes for neuropsychiatric disorders. One of these two examples includes FMR1 as described above and the second one is RELN. A polymorphic form of RELN containing longer GGC repeats was shown to be preferentially transmitted to ASD patients and was associated with a reduced expression of RELN [80]. The mechanism of silencing could involve altered epigenetic modifications as described in the case of FMR1. It may be noted however that epimutations (without involving a change in the DNA sequence) of a vast majority of candidate genes for neuropsychiatric disorders are yet to be discovered.

8.6 CONCLUSIONS

All of the many different cell types of mammalian species use aspects of the epigenetic machinery for regulation of gene expression or control the inheritance of epigenetic modifications of DNA sequences. Very few epigenetic processes, most notably the influence of MeCP2 on neuronal gene expression, are functionally confined to the nervous system. Because of this, autosomal recessive or X-linked mutations in genes encoding components of epigenetic processes most likely affect the development and function of many organs and consequently lead to embryonic death in humans. Few neurodevelopmental syndromes associated with genetic mutations in a component of an epigenetic process have been recognized. Most individuals with neurodevelopmental syndromes due to mutations in genes controlling epigenetic processes are X-chromosomal mosaics (with recessive X-linked mutations), have autosomal dominant mutations, or have partial loss-of-function mutations.
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9.1 ALZHEIMER’S DISEASE

Alzheimer’s disease (AD) is an age-related neurodegenerative disorder and the most common form of dementia in the elderly. The disease is clinically characterized by a progressive neurodegeneration in selected brain regions, including the temporal and parietal lobes and restricted regions within the frontal cortex and the cingulate gyrus, leading to memory loss accompanied by changes in behavior and personality severe enough to affect daily life. It was reported that worldwide 26.6 million individuals suffered from AD in 2006, and this number will quadruple by 2050 following the global aging of the world’s population [1]. Therefore, AD is becoming a serious health concern in both developed and developing countries, particularly because there is actually no cure for the disease.

Affected brain regions in AD are characterized by the occurrence of extracellular amyloid deposits or senile plaques (SP) and by the presence of neurofibrillary tangles (NFT) composed of intraneuronal aggregates of hyperphosphorylated tau protein [2]. The primary component of SP is an approximately 40-residue-long peptide, known as amyloid β (Aβ) peptide, resulting...
from the proteolytic processing of its precursor, the amyloid precursor protein (APP). APP can be processed either by α-secretase and γ-secretase (a protein complex composed by presenilins and other proteins) producing non-amyloidogenic peptides, or by β-secretase (β-site APP cleaving enzyme 1, BACE1) and γ-secretase-producing Aβ peptides. Therefore the balance between different secretase activities is very important in the maintenance of the physiological levels of non-amyloidogenic and amyloidogenic fragments. The two major forms of Aβ that are produced by APP processing under normal conditions are 40 and 42 residues in length (Aβ40 and Aβ42, respectively). Aβ42 is the major component of SP. In a normal individual the majority of Aβ produced is of the shorter variety, Aβ40, whereas mutations causing familial AD lead to increased Aβ42/Aβ40 ratio [3,4].

AD is a complex multifactorial disorder. Rare mutations in APP, presenilin-1 (PSEN1), and presenilin-2 (PSEN2) genes cause early-onset (< 65 years) familial forms of the disease accounting for less than 1% of the total AD cases [5]. AD-causative mutations lead to altered APP production and/or processing and the disease is transmitted in families following a Mendelian inheritance pattern [3,4]. Interestingly, 50% or more of early-onset AD cases are not explained by the known APP, PSEN1, and PSEN2 mutations, suggesting the existence of yet unknown genetic factors [5]. Most of AD (90–95%) are however sporadic forms diagnosed in people over 65 years of age and referred to as late-onset (LOAD) forms, likely resulting from the interaction among genetic, epigenetic, environmental, and stochastic factors superimposed on the physiological decline of cognitive functions with age [6]. Hundreds of genes have been investigated in genetic association studies as possible AD susceptibility or modifier genes, and more-recent genome-wide association studies (GWAS) are revealing novel polymorphisms that could account for increased LOAD risk. The ALZGene database (www.alzgene.org) is a continuously updated database containing meta-analyses of published studies, including GWAS, in order to provide a list of the genetic variants that most likely affect disease risk [7]. Accessed on July 2011, the database contained data on 1395 genetic association studies covering 695 genes and 2973 polymorphisms. In addition, 320 meta-analyses were available for those genetic polymorphisms which had been investigated in at least four independent research studies. According to these meta-analyses the top ten genes that most likely contribute to LOAD risk are the following: (1) apolipoprotein E (APOE ε4 allele, OR = 3.68), (2) bridging integrator 1 (BIN1 rs744373, OR = 1.17), (3) clusterin (CLU rs11136000, OR = 0.88), (4) ATP-binding cassette sub-family A member 7 (ABCA7 rs3764650, OR = 1.23), (5) complement receptor 1 (CR1 rs3818361, OR = 1.17), (6) phosphatidylinositol binding clathrin assembly protein (PICALM rs3851179, OR = 0.88), (7) membrane-spanning 4-domains, subfamily A, member 6A (MS4A6A rs610932, OR = 0.90), (8) myeloid cell surface antigen CD33 (CD33 rs3865444, OR = 0.89), (9) membrane-spanning 4-domains, subfamily A, member 4E (MS4A4E rs670139, OR = 1.08), and (10) CD2-associated protein (CD2AP rs9349407, OR = 1.12) (www.alzgene.org). Additional genes linked to LOAD risk include those involved in sorting mechanisms, such as the sortilin-related receptor (SORL1, several polymorphisms, OR = 1.10–1.20) and its homolog, the sortilin-related VPS10 domain containing receptor 1 (SORCS1, rs600879, OR = 1.24), both causing APP, BACE1 and γ-secretases to localize in the same compartment that is critical in the regulation of Aβ production (www.alzgene.org). Overall, with the exception of the APOE ε4 variant which gives an odds ratio of 3.7, all the other variants only confer a modest LOAD risk with ORs ranging from 0.9 to 1.2, suggesting a multifactorial nature of the disease and complex gene–gene and gene–environment interactions yet to be clarified [7].

Alongside with genetic variants, also several environmental agents have been investigated as possible LOAD risk factors, often with conflicting or inconclusive results [6]. Among them metals, pesticides, brain injuries, and the resulting inflammation and oxidative stress, have been suggested to increase LOAD risk; by contrast, Mediterranean diet, the consumption of fruit, vegetables and fish, dietary antioxidants, regular physical activity, and brain stimulation until late in life are considered to be among LOAD protective factors [6]. However, despite
active research in the field the etiology of sporadic AD is still uncertain. Interestingly, a recent hypothesis linking environmental exposure to AD risk suggests that several environmental factors could epigenetically modify the expression of AD-related genes, such as APP, PSEN1, and many others [6]. This chapter describes the current evidence of AD-related epigenetic modifications. Epigenetics has also a role in aging, cognitive functions, and several other age-related diseases than AD [8,9]. All these points are nicely addressed in Chapter 26.

9.2 ONE-CARBON METABOLISM AND DNA METHYLATION IN ALZHEIMER’S DISEASE

Folates are essential nutrients required for one-carbon biosynthetic and epigenetic processes. They are derived entirely from dietary sources, mainly from the consumption of green vegetables, fruits, cereals, and meat. After intestinal absorption, folate metabolism requires reduction and methylation into the liver to form 5-methyltetrahydrofolate (5-MTHF), release into the blood and cellular uptake; then it can be used for the synthesis of DNA and RNA precursors or for the conversion of homocysteine (Hcy) to methionine, which is then used to form S-adenosylmethionine (SAM), the main DNA-methylating agent. Several enzymes and cofactors, such as vitamin B12 and vitamin B6, participate in one-carbon metabolism (Figure 9.1), and common polymorphisms of genes involved in folate uptake and metabolism have been often associated with increased AD risk, though results are still conflicting or inconclusive for most of them [10]. Folic acid is the synthetic form added to foods and found in dietary supplements, it is converted to a natural biological form of the vitamin as it passes through the intestinal wall, with enzymatic reduction and methylation resulting in the circulating form of the vitamin, 5-methylTHF [10]. Given its role in the DNA methylation pathway, the contribution of folate metabolism (also referred to as one-carbon metabolism) to epigenetic modifications of AD-related genes is currently investigated by several research groups (see below).

**FIGURE 9.1**
Overview of the folate metabolic pathway, adapted from Coppede et al. [86]: Metabolites: Cys, cysteine; dTMP, deoxymethylcytidine monophosphate; dUMP, deoxyuridine monophosphate; DHF, dihydrofolate; 10-formyl-THF, 10-formyl-tetrahydrofolate; GSH, glutathione; Hcy, homocysteine; Met, methionine; 5-MTHF, 5-, methyltetrahydrofolate; 5,10-MTHF, 5,10-methylenetetrahydrofolate; SAH, S-adenosylhomocysteine; SAM, S-adenosylmethionine; THF, tetrahydrofolate. Enzymes: CBS, cystathionine β-synthase; DNMTs, DNA methyltransferases; GART, phosphoribosylglycinamide transformylase; MAT, methionine adenosyltransferase; MTHFD, methylenetetrahydrofolate dehydrogenase; MTHFR, methylenetetrahydrofolate reductase; MTR, methionine synthase; MTRR, methionine synthase reductase; RFC1, reduced folate carrier; TYMS, thymidylate synthase. Cofactors: B6, vitamin B6; B12, vitamin B12.
9.2.1 An Overview of One-Carbon Metabolism

As illustrated in Figure 9.1 cellular folates can be used either for DNA methylation processes or for the synthesis of nucleic acid precursors (Figure 9.1). Folates are highly hydrophilic molecules that do not cross biological membranes by diffusion alone, so it is not surprising that sophisticated membrane transport systems have evolved for facilitating their uptake by mammalian cells and tissues, the most ubiquitous and best characterized being the reduced folate carrier (RFC1). Methylenetetrahydrofolate reductase (MTHFR) is the first enzyme in the DNA methylation pathway and reduces 5,10-methylentetrahydrofolate (5,10-MTHF) to 5-methylTHF. Subsequently, methionine synthase (MTR) transfers a methyl group from 5-methylTHF to homocysteine forming methionine and tetrahydrofolate (THF). Methionine is then converted to SAM in a reaction catalyzed by methionine adenosyltransferase (MAT). Most of the SAM generated is used in transmethylation reactions, whereby SAM is converted to S-adenosylhomocysteine (SAH) by transferring the methyl group to diverse biological acceptors, including proteins and DNA. Vitamin B12 (or cobalamin) is a cofactor of MTR, and methionine synthase reductase (MTRR) is required for the maintenance of MTR in its active state. If not converted into methionine, Hcy can be condensed with serine to form cystathionine in a reaction catalyzed by cystathionine β-synthase (CBS), which requires vitamin B6 as a cofactor. Cystathionine can be then utilized to form the antioxidant compound glutathione (GSH). Another important function of folates is in the de novo synthesis of DNA and RNA precursors, required during nucleic acid synthesis and for DNA repair processes. Therefore, depending on cellular demands 5,10-MTHF can be used for the synthesis of SAM or for the synthesis of nucleic acids precursors. Thymidylate synthase (TYMS) converts deoxyuridine monophosphate (dUMP) and 5,10-MTHF to deoxothymin monophosphate (dTMP) and dihydrofolate (DHF) in the de novo synthesis of pyrimidines (Figure 9.1). Methylenetetrahydrofolate dehydrogenase (MTHFD1) consists of three activities: 5,10-MTHF dehydrogenase, 5,10-methenyltetrahydrofolate cyclohydrolase, and 10-formyltetrahydrofolate synthetase, respectively, and catalyzes three sequential reactions in the interconversion of THF derivatives. Once generated by the 10-formyltetrahydrofolate synthetase activity, 10-formyltetrahydrofolate can be utilized for the production of purines by the phosphoribosylglycinamidine transformylase (GART) enzyme. Overall, the folate metabolic pathway involves several enzymes and is tightly regulated by intracellular levels of metabolites and cofactors [10].

9.2.2 One-Carbon Metabolism in Alzheimer’s Disease

The author recently reviewed the literature dealing with one-carbon metabolism in AD, and most of the published studies agree that AD individuals are characterized by decreased folate values, as well as increased plasma homocysteine levels (hyperhomocysteinemia) [10]. The hypothesis that Hcy is a risk factor for AD was initially prompted by the observation that patients with histologically confirmed AD had higher plasma levels of Hcy, than age-matched controls. Although most evidence accumulated so far implicates hyperhomocysteinemia as an AD risk factor, there are also conflicting results [11]. For example, a recent meta-analysis of relevant studies suggests that individuals with AD and vascular dementia have higher plasma Hcy levels than controls, but a causal relationship between hyperhomocysteinemia and the risk of developing dementia was not observed [12]. Therefore, the role of hyperhomocysteinemia as a risk factor for dementia is still controversial.

Alongside data concerning plasma Hcy values, there is also some “although controversial” indication that Hcy levels are increased in the cerebrospinal fluid (CSF) of AD patients with respect to controls [13–15]. A recent study including 70 AD patients, 33 patients with another type of dementia, and 30 age-matched control subjects, revealed that folates in CSF were significantly different between groups, but not Hcy. In addition, the average folate in CSF was
lower in AD patients compared with controls, and in AD CSF there was a significant inverse correlation between Hcy and folate, supporting the hypothesis of a possible role of folate in the onset or worsening of AD [16].

DNA methylation is closely dependent on the DNA methylation potential, which is referred to as the ratio between SAM and SAH levels. There is an indication of reduced DNA methylation potential in AD brains [17], and it has been suggested that increased SAH concentrations in the brains of AD patients might inhibit DNA methyltransferases (DNMTs) [18]. A recent study showed that Hcy plasma levels in the highest quartile were more frequent in AD patients than in controls. In addition, AD patients had significantly lower CSF levels of the methyl group donor SAM. Accordingly, the SAM/SAH ratio, i.e. the methylation capacity, was significantly lower in the CSF of the AD patients. Further, explorative analysis of all subjects showed that CSF SAM levels were lower in carriers of the APOE ε4 allele compared with non-carriers [19]. Studies in AD animal models also revealed altered SAM levels in the brain. However, the analysis of SAM and SAH levels in the aging brain of APP/PS1 Alzheimer mice during aging, revealed that SAM levels decreased in the brains of wild-type mice, whereas SAH levels diminished in both wild-type and APP/PS1 mice. In contrast to wild-type mice, SAM levels in APP/PS1 mice are not decreased during aging, probably related to less demand due to neurodegeneration [20].

DNMTs are the key enzymes for DNA methylation and catalyze the transfer of a methyl group from SAM to cytosine, thus forming 5-methyl-cytosine and SAH (Figure 9.2). There are multiple families of DNMTs in mammals. DNMT1 is primarily involved in the maintenance of DNA
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**FIGURE 9.2**
The reaction catalyzed by DNA methyltransferases (DNMTs). DNMTs are the key enzymes for DNA methylation and catalyze the transfer of a methyl group from SAM to cytosine, thus forming 5-methyl-cytosine and SAH. Methylation of CpG sequences might induce chromatin conformational modifications and inhibit the access of the transcriptional machinery to gene promoter regions, thus altering gene expression levels. Therefore, promoter rmethylation of CpG islands is commonly associated with gene silencing and promoter demethylation with gene expression, though several exceptions to this rule are known.
methylation patterns during development and cell division, whereas DNMT3a and DNMT3b are the de novo methyltransferases and establish DNA methylation patterns during early development. DNMT3L induces de novo DNA methylation by recruitment or activation of DNMT3a, whilst DNMT2 is primarily involved in the methylation of transfer RNA molecules [21,22].

Following the observation of impaired one-carbon metabolism and methylation potential in AD, some investigators raised the possibility of a link between DNA methylation and AD risk, and several studies are now available (Table 9.1), mainly from animal disease models and neuronal cell cultures, suggesting that dietary factors, but also other environmental factors, can lead to epigenetic modifications and deregulated expression of key AD genes [23]. Little is, however, still known in humans.

### 9.2.3 Studies in Cell Cultures and Animal Models

One of the most exciting hypothesis linking one-carbon metabolism to AD risk suggests that impaired folate/Hcy metabolism and subsequent reduction of SAM levels might result in epigenetic modifications of the promoters of AD-related genes leading to increased Aβ peptide production [24,25]. DNA methylation represents one of the most important epigenetic

<table>
<thead>
<tr>
<th>Experimental Model</th>
<th>Observation</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human neuroblastoma SK-N-SH or SK-N-BE cells</td>
<td>Folate and vitamin B12 deprivation induced epigenetic modifications in the promoter of PSEN1, resulting in up-regulation of gene expression and increased production of presenilin 1, BACE1, and APP</td>
<td>[25]</td>
</tr>
<tr>
<td></td>
<td>B vitamin deficiency induced decreased de novo DNA methylation activity</td>
<td>[32]</td>
</tr>
<tr>
<td></td>
<td>SAM administration resulted in down-regulation of PSEN1 expression</td>
<td>[24]</td>
</tr>
<tr>
<td></td>
<td>SAM administration was able to modulate the expression of seven out of 588 genes of the nervous system</td>
<td></td>
</tr>
<tr>
<td>BV-2 mouse microglial cells</td>
<td>SAH administration increased the production of Aβ peptide likely through induction of hypomethylation of APP and PSEN1 gene promoters</td>
<td>[35] [31]</td>
</tr>
<tr>
<td>Murine cerebral endothelial cells Rodents</td>
<td>Aβ reduces global DNA demethylation whilst increasing DNA methylation of the gene encoding neprilysin</td>
<td>[36]</td>
</tr>
<tr>
<td></td>
<td>B vitamin deprivation altered the methylation potential and induced hypomethylation of the promoter of PSEN1, resulting in increased gene expression</td>
<td>[27,28]</td>
</tr>
<tr>
<td></td>
<td>B vitamin deficiency induced decreased de novo DNA methylation activity</td>
<td>[32]</td>
</tr>
<tr>
<td>Rodents and monkeys</td>
<td>Early life exposure to Pb resulted in inhibition of DNA-methyltransferase, hypomethylation of the promoter of APP and delayed up-regulation of gene expression later in life</td>
<td>[37,38]</td>
</tr>
<tr>
<td>Post-mortem human brains</td>
<td>The analysis of DNA methylation in selected regions of MAPT, APP, and PSEN1 genes revealed no difference between control samples and AD samples</td>
<td>[42]</td>
</tr>
<tr>
<td></td>
<td>Only two (SORBS3 and S100A2) out of 50 analyzed loci showed AD-related methylation changes, which appeared to reflect an acceleration of age-related changes</td>
<td>[43]</td>
</tr>
<tr>
<td></td>
<td>AD brains showed an increased epigenetic drift with unusual methylation patterns, and inter-individual variations concerning PSEN1, APOE, MTHFR, and DNMT1 genes</td>
<td>[44]</td>
</tr>
<tr>
<td>Blood DNA</td>
<td>AD brains showed a marked reduction of DNA methylation</td>
<td>[40,41]</td>
</tr>
<tr>
<td></td>
<td>Higher levels of LINE-1 methylation in AD subjects with respect to controls</td>
<td>[45]</td>
</tr>
</tbody>
</table>
processes, alongside histone tail modifications and mechanisms involving small RNA molecules. Methylation of CpG sequences might induce chromatin conformational modifications and inhibit the access of the transcriptional machinery to gene promoter regions, thus altering gene expression levels. Therefore, promoter hypermethylation is commonly associated with gene silencing and promoter demethylation with gene expression, though several exceptions to this rule have been reported [26].

APP and PSEN1 promoter methylation was analyzed in human neuroblastoma SK-N-SH or SK-N-BE cell lines under conditions of folate and vitamin B12 deprivation from the media. The study revealed demethylation of a CpG site in the promoter of PSEN1, with a subsequent increased production of presenilin1, BACE1, and APP proteins [25]. By contrast, SAM administration to human neuroblastoma SK-N-SH cells resulted in down-regulation of PSEN1 gene expression and reduced Aβ peptide production [24]. Similarly, a combination of dietary folate, vitamin B12, and vitamin B6 deprivation (B vitamin deprivation) resulted in hyper-homocysteinemia, increased brain SAH levels, depletion of brain SAM, hypomethylation of specific CpG moieties in the 5′-flanking region of PSEN1 and enhancement of presenilin 1 and BACE1 expression and Aβ deposition in mice [27,28]. Dietary deficiency of folate and vitamin E, in condition of oxidative stress (the diet contained iron as a pro-oxidant), increased presenilin 1 expression, BACE1 activity, and Aβ levels in normal adult mice. These increases were particularly evident in mice lacking apolipoprotein E. On the contrary, dietary SAM supplementation attenuated these deleterious consequences [29]. A similar experiment was performed in mice expressing the human APOE gene. Mice expressing human apolipoprotein ε4, apolipoprotein ε3, or apolipoprotein ε2, were subjected to a diet lacking folate and vitamin E, and containing iron as a pro-oxidant. The study revealed that presenilin 1 and gamma-secretase were over-expressed in ε3 mice to the same extent as in ε4 mice even under a complete diet, and were not alleviated by SAM supplementation. Aβ increased only in ε4 mice maintained under the complete diet, and was alleviated by SAM supplementation [30]. Lin and co-workers showed that SAH increases the production of Aβ in BV-2 mouse microglial cells possibly by an increased expression of APP and induction of hypomethylation of APP and PSEN1 gene promoters [31].

A recent study demonstrated that B vitamin deficiency induces DNMT3a and DNMT3b protein down-regulation in both neuroblastoma cell cultures and mice brain regions. Moreover, the de novo DNA methylation activity was modulated in both neuroblastoma cells and mice, and resulted decreased under B vitamin deficiency conditions and increased by SAM supplementation, whilst the activity of a putative DNA demethylase (MBD2) showed an opposite tendency [32]. It is however worth mentioning that little is still known concerning DNA demethylation in the adult mammalian brain. Guo and co-workers [33] have recently demonstrated that the 5-methylcytosine hydroxylase TET1, by converting 5-methylcytosine to 5-hydroxymethylcytosines (5hmCs), promotes DNA demethylation in mammalian cells through a process that requires the DNA base excision repair pathway. Demethylation of 5hmCs is promoted by the AID (activation-induced deaminase)/APOBEC (apolipoprotein B mRNA-editing enzyme complex) family of cytidine deaminases. Furthermore, Tet1 and Apobec1 are involved in neuronal activity-induced, region-specific, active DNA demethylation and subsequent gene expression in the dentate gyrus of the adult mouse brain in vivo [33]. Nutritional B vitamin restriction was also used to study the variation of protein expression profile in mice brain regions. A group of proteins mainly involved in neuronal plasticity and mitochondrial functions was identified as modulated by one-carbon metabolism [34]. The same group also analyzed 588 genes of the central nervous system in SK-N-BE neuroblastoma cells, observing that only seven genes were modulated by SAM treatment (and therefore by DNA methylation); three were up-regulated and four down-regulated [35]. Others observed that the Aβ peptide induces global DNA hypomethylation in murine cerebral endothelial cells, but specifically leads to hypermethylation of the gene encoding neprilysin (NEP), one of the enzymes responsible for Aβ degradation, thus suppressing NEP expression in mRNA and protein levels [36].
Alongside with the dietary factors (dietary B vitamins), metal exposure has also been suggested to be able to epigenetically modulate the expression of AD-related genes. Particularly, the analysis of rodents and monkeys exposed to lead (Pb) during embryogenesis and/or early postnatal period revealed that early life exposure to this metal could result in epigenetic modifications of AD-related genes, such as APP, and subsequent deregulated expression later in life [37,38]. Particularly, it was observed that developmental exposure of rats to lead resulted in a delayed overexpression (20 months later) of the amyloid precursor protein and its amyloidogenic Aβ product. Similarly, aged monkeys exposed to lead as infants also responded in the same way [37,38]. These data indicate that environmental influences occurring during brain development predetermine the expression and regulation of APP later in life, potentially influencing the course of amyloidogenesis, and suggesting that early life neurogenesis is likely to be a critical step for environmentally induced epigenetic modifications [39].

9.2.4 Studies in Humans

Despite evince of possible epigenetic modifications of AD-related genes obtained in neuronal cell cultures as well as in rodents and primates, epigenetic studies in AD patients are still scarce, likely depending on the difficulty to obtain human post-mortem brain specimens. Mastroeni and co-workers examined global DNA methylation in post-mortem brain regions of monozygotic twins discordant for AD, observing significantly reduced levels of DNA methylation in the temporal neocortex of the AD twin [40]. The same group analyzed brain tissues from 20 AD patients and 20 age-matched controls, and used immunocytochemistry for two markers of DNA methylation (5-methylcytosine and 5-methylcytidine) and eight methylation maintenance factors in the entorhinal cortex layer II, again observing significant decrements in AD cases [41]. However, Barrachina and Ferrer [42] analyzed DNA methylation in selected regions of MAPT (the gene encoding for microtubule-associated tau protein), APP, and PSEN1 in post-mortem frontal cortex and hippocampus of healthy controls and various stages of AD progression, observing no differences in the percentage of CpG methylation in any region analyzed [42].

Siegmund and co-workers examined the DNA methylation status at 50 loci, encompassing primarily 5’ CpG islands of genes related to CNS growth and development, in the temporal neocortex of 125 subjects ranging in age from 17 weeks of gestation to 104 years old, and including a cohort of AD patients [43]. Only two loci showed AD-related changes (SORBS3 and S100A2, encoding a cell adhesion molecule and a calcium-binding protein, respectively), which appeared to reflect an acceleration of age-related changes [43]. Wang and collaborators [44] analyzed 12 potential AD susceptibility loci in peripheral lymphocytes and post-mortem brain samples of LOAD patients and matched controls. From the 12 analyzed CpG-rich regions, only one was hypermethylated, and was the only region analyzed outside of a promoter region (DNA methylation can also occur in CpG sites outside the promoter region “gene-body methylation”, and is usually associated with transcriptional activation). Overall, the authors failed to find significant differences in DNA methylation between LOAD cases and controls [44]. However, four of the studied genes (PSEN1, APOE, MTHFR, and DNMT1) showed a significant interindividual epigenetic variability, and LOAD brain samples showed an “age-specific epigenetic drift” associated with unusual methylation patterns [44]. More recently, Bollati and co-workers analyzed the methylation pattern of repetitive elements (i.e. Alu, LINE-1, and α-satellite DNA) in the DNA obtained from blood samples of 43 AD patients and 38 matched controls, observing higher levels of LINE-1 methylation in AD subjects with respect to controls [45].

9.2.5 Linking the Methylation Potential to Tau Phosphorylation in Alzheimer’s Disease

The results of prospective cohort studies suggest that increased serum Hcy levels might predispose to AD [46-48], and there is also an indication that higher folate intake is related to lower AD risk in the elderly [48,49]. Folate deficiency fosters a decline in SAM levels, thus decreasing DNA methylation during aging and AD. Moreover, folate deficiency and the
resultant SAM depletion lead to increased levels of Hcy [46]. Hcy is a critical branch point metabolite that can influence cellular levels of SAM and SAH, which in turn regulate the activity of methyltransferases during DNA methylation and post-translational modification of proteins [50]. There is an indication that elevated Hcy causes tau hyperphosphorylation, NFT formation, and SP formation via inhibition of methyltransferases and reduced methylation of protein phosphatase 2A (PP2A) [51,52]. Tau phosphorylation is regulated by the equilibrium between protein kinases and phosphatases. PP2A is the major protein phosphatase that dephosphorylates tau. Methylation of the PP2A catalytic subunit can potently activate PP2A. Therefore, demethylation of PP2A resulting from inhibition of methyltransferases could result in increased production of hyperphosphorylated tau protein [51,52]. Moreover, B vitamin deficiency was shown to reduce PP2A activity and increase that of glycogen synthase kinase 3beta (GSK3beta) one of the most important protein kinase involved in tau phosphorylation [53]. In addition, a B vitamin-deficient diet increased phosphorylated tau levels in APOE ε4 but not in APOE ε3 mice, and tau phosphorylation was prevented by SAM supplementation [54]. Overall, there is an indication that deficiency in one-carbon metabolism, reduced SAM levels, and SAH-mediated inhibition of methyltransferase proteins could also contribute to NFT formation during AD pathogenesis.

9.3 HISTONE TAIL MODIFICATIONS AND ALZHEIMER’S DISEASE

Chromatin can exist in a condensate inactive state (heterochromatin) or in a decondensed and transcriptionally active state (euchromatin). Conformational changes in histone proteins or modifications of the way in which DNA wraps around the histone octamer in nucleosomes may either alter or facilitate the access of the transcriptional machinery to the promoter region of some genes, leading to gene silencing or activation, respectively. Histone tail modifications include acetylation, methylation, phosphorylation, ubiquitylation, sumoylation, and other post-translational modifications (Figure 9.3). Histone tail acetylation represents one of the most studied modifications and is associated with chromatin relaxation and transcriptional activation, while deacetylation is related to a more condensed chromatin state and transcriptional repression [55]. Acetylation occurs at lysine residues on the amino-terminal tails of the histones, thereby neutralizing the positive charge of the histone tails and decreasing their affinity for DNA. As a consequence, histone acetylation alters nucleosomal conformation, which can increase the accessibility of transcriptional regulatory proteins to chromatin templates [55]. Histone acetyltransferases (HATs) catalyze the acetylation of lysine residues in histone tails, whereas histone deacetylation is mediated by histone deacetylases (HDACs). Another frequently studied modification of histone tails is methylation on either lysine or arginine residues. Methylation of histone tails can be associated with either condensation or relaxation of the chromatin structure, since several sites for methylation are present on each tail thus allowing several combinations [56]. A number of lysine methylation sites of H3 and H4 have been well characterized. Methylation at H3K4, H3K36, and H3K79 has been linked to actively transcribed genes, whereas di- and tri-methylated H3K9, methylated H3K27 and H4K20 are considered repressive marks [57]. Protein lysine methyltransferases (PKMTs) and protein arginine methyltransferases (PRMTs) are two of the writers responsible for adding the methyl marks to histones. Moreover, these writers only methylate the residue to a specific methylation level, which is known as product specificity. For example, lysine residues can be mono-, di-, or trimethylated, while arginines can be mono- or dimethylated in either a symmetric (one methyl group on each of the two N terminal atoms) or asymmetric (both methyl groups on the same N terminal atom) manner. Both PKMTs and PRMTs require SAM as the methyl donor for histone tail methylation reactions [58]. G9a and GLP are the primary enzymes for mono- and dimethylation at Lys 9 of histone H3 (H3K9me1 and H3K9me2), and exist predominantly as a G9a–GLP heteromeric complex that appears to be a functional H3K9 methyltransferase in vivo. It was shown that in mammals G9a/GLP suppresses transcription by independently inducing both H3K9 and DNA methylation [59].
9.3.1 Histone Modifications in Alzheimer’s Disease Brains
Several authors reported histone modifications in AD (Table 9.2). For example, Ogawa et al. [60] observed increased phosphorylation of histone 3 (H3) in AD hippocampal neurons. An increased phosphorylation of histone H2AX was observed in hippocampal astrocytes of AD individuals [61]. Concerning HDACs, elevated levels of HDAC6 have been observed in post-mortem brain regions of AD subjects, and it was proposed that HDAC6 is a tau-interacting protein and a potential modulator of tau phosphorylation and accumulation [62].

9.3.2 HDAC Inhibitors and Memory Function in AD Animal Models
Several investigators have manipulated histone acetylation with HDAC inhibitors (HDACi) in AD animal models, often observing prevention of cognitive deficits and memory recovery. For example, Francis and co-workers have undertaken preclinical studies in the APP/PS1 mouse model of AD to determine whether there are differences in histone acetylation levels during associative memory formation. After fear-conditioning training, levels of hippocampal acetylated histone 4 (H4) in APP/PS1 mice were about 50% lower than in wild-type littermates [63]. Interestingly, an acute treatment with the HDACi trichostatin A prior to training rescued both acetylated H4 levels and contextual freezing performance to wild-type values [63]. It was also observed that inhibitors of class 1 histone deacetylases (sodium valproate, sodium butyrate, or vorinostat) reverse contextual memory deficits in a mouse model of AD that showed pronounced contextual memory impairments beginning at 6 months of age [64]. Clusterin is a secreted molecular chaperone, also called apolipoprotein J, and a significant susceptibility gene for LOAD (www.alzgene.org). Clusterin shares several properties with
apolipoprotein E, since they bind to Aβ peptides and are present in neuritic plaques, enhance the clearance of Aβ peptides in brain, and are included in lipid particles and thus regulate cholesterol traffic. It was shown that HDACi, such as valproic acid and vorinostat, stimulated the expression of clusterin in human astrocytes, and might therefore be able to prevent Aβ aggregation in AD [65]. A recent paper by Govindarajan et al. showed that severe amyloid pathology correlates with a pronounced deregulation of histone acetylation in the forebrain of APP/PS1-21 mice, and that a prolonged treatment with the pan-HDAC inhibitor sodium butyrate improved associative memory in APP/PS1-21 mice even when administered at a very advanced stage of pathology. The recovery of memory function correlated with elevated hippocampal histone acetylation and increased expression of genes implicated in associative learning [66]. Others observed that systemic administration of the HDAC inhibitor 4-phenylbutyrate (PBA) reinstated fear learning in the Tg2576 mouse model of AD. Memory reinstatement by PBA was observed independently of the disease stage: both in young mice at the onset of the first symptoms, but also in aged mice, when amyloid plaque deposition and major synaptic loss has occurred [67]. In this section the author has discussed the most recent findings concerning HDACi and memory function in AD animal models. Several additional examples can be found in the literature, overall suggesting that the administration of HDACi was able to improve cognition in various animal models of AD.

### 9.4 RNA-MEDIATED MECHANISMS AND ALZHEIMER’S DISEASE

MicroRNAs (miRNAs) are a group of small non-coding RNAs that bind to the 3′ untranslated region (3′-UTR) of target mRNAs and mediate their post-transcriptional regulation leading to either degradation or translational inhibition (Figure 9.4), depending on the degree of sequence complementarity. MiRNA-mediated mechanisms are therefore commonly considered among epigenetic regulators, and J. Satoh (68) has recently reviewed all the studies performed in recent years and reporting an aberrant expression of miRNAs in AD brains (Table 9.3). For most of them the target mRNA has not yet been clarified, however miR-107, miR29a/b-1, miR-15a, miR-9, and miR-19b have as a target BACE1 mRNA, and were found to be down-regulated in the temporal cortex of AD patients, likely resulting in increased BACE1 expression and production of Aβ peptides [69,70]. Similarly miR-15a, miR-101, let-7i, and miR-106b, target the APP mRNA and were down-regulated in the anterior temporal cortex of AD patients [70,71]. Additionally, miR-132 was down-regulated in cerebellum, hippocampus, and medial frontal gyrus of AD patients [72]. MiR132 targets the ARHGAP32 mRNA encoding for the rho GTPase activating protein 32, a member of a family of proteins that have been implicated in regulating multiple processes in the morphological development of neurons, including axonal growth and guidance, dendritic elaboration, and formation of synapses [73]. Non-coding ribonucleic acids (ncRNAs) are transcribed from introns and intergenic regions. They are also implicated in epigenetic regulation and might be involved in site-specific recruitment of chromatin-modifying complexes [74]. Faghihi et al. [75] identified a conserved non-coding antisense transcript for BACE1 (BACE1-AS) that regulates BACE1 mRNA and

<table>
<thead>
<tr>
<th>Experimental Model</th>
<th>Observation</th>
<th>Refs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>AD hippocampal neurons</td>
<td>Increased phosphorylation of histone H3</td>
<td>[60]</td>
</tr>
<tr>
<td>AD hippocampal astrocytes</td>
<td>Increased phosphorylation of histone H2AX</td>
<td>[61]</td>
</tr>
<tr>
<td>Post-mortem human brains</td>
<td>Increased levels of HDAC6, primarily involved in cytoplasmic acetylation, and likely involved in tau phosphorylation and accumulation</td>
<td>[62]</td>
</tr>
<tr>
<td>AD animal models</td>
<td>HDAC inhibitors improved cognition and memory functions</td>
<td>[63–67]</td>
</tr>
</tbody>
</table>
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protein expression in vitro and in vivo. BACE1-AS concentrations were elevated in subjects with AD and in APP transgenic mice [75]. Others observed that a subset of mRNA-like sense-antisense transcript pairs are co-expressed near synapses of the adult mouse forebrain [76]. Several of these pairs involve mRNAs that have been implicated in synaptic functions and in AD pathways, including BACE1, reticulon 3 (a protein that binds BACE1 and inhibits APP cleavage); APP binding protein 2 (which binds the cytoplasmic tail of APP); rab6 (a protein that is elevated in AD cortex); sirtuin-3 (a member of a class of proteins thought to be neuroprotective in AD); and integrin-linked kinase (which phosphorylates GSK3beta to inhibit its activity) [76].

9.5 DISCUSSION AND CONCLUSIONS

Epigenetic mechanisms have been linked to aging, age-related diseases, and memory formation [8,9,77,78]. Overall, there is consensus indicating that DNA methylation is dynamically regulated in the adult central nervous system (CNS) in response to experience, and that this cellular mechanism is a crucial step in memory formation, that DNMT activity is necessary for memory, and that DNA methylation may work in concert with histone modifications in memory formation [78]. The analysis of Dnmt3a and Dnmt3b proteins during the development of the mouse CNS revealed that whereas Dnmt3b is important for the early phase of neurogenesis, Dnmt3a likely plays a dual role in regulating neurogenesis prenatally and CNS maturation and function postnataally. Particularly, Dnmt3b is specifically expressed in progenitor cells during neurogenesis, suggesting an important role in the initial steps of progenitor cell differentiation. Dnmt3a is expressed in post-mitotic young neurons following the Dnmt3b expression and may be required for the establishment of tissue-specific methylation patterns of the genome [79,80]. Dnmt1 and Dnmt3a are expressed in post-mitotic neurons and required for synaptic plasticity, learning and memory through their overlapping

<table>
<thead>
<tr>
<th>TABLE 9.3 Some Examples of Altered miRNAs in AD Brains</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental Model</td>
</tr>
<tr>
<td>---------------------</td>
</tr>
<tr>
<td>Post-mortem AD brains</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

FIGURE 9.4
MicroRNAs (miRNAs) mediated gene regulation. miRNAs are a group of small non-coding RNAs that bind to the 3' untranslated region (3'-UTR) of target mRNAs and mediate their post-transcriptional regulation. A mature single-strand miRNA complexed with proteins forms the RISC—miRNA complex that binds to the target mRNA leading to either degradation or translational inhibition, depending on the degree of sequence complementarity.
roles in maintaining DNA methylation and modulating neuronal gene expression in adult CNS rodent neurons [81]. The study by Siegmund et al. [43] clearly showed that DNMT3a is expressed in human neurons across all ages, and that DNA methylation is dynamically regulated in the human cerebral cortex throughout the lifespan, and involves differentiated neurons [43]. The studies performed in mice and monkeys exposed to Pb as infants have nicely demonstrated that early life might be particularly vulnerable to epigenetic modifications that could predispose to AD pathogenesis in adulthood [37,38]. The same group has recently shown that Dnmt1 and Dnmt3a proteins, methyl-CpG binding proteins, and proteins involved in histone acetylation and methylation were decreased in the brain of 23-year-old monkeys exposed to Pb as infants, with respect to non-exposed monkeys [82]. Even if DNA demethylation processes are less clear than methylation ones, base excision repair is likely to be involved [32,78]. The studies by Fusco and colleagues suggest that dietary manipulation in rodents is able to methylate/demethylate the promoter of the PSEN1 gene, with subsequent regulation of gene expression [27,28], and that the same dietary manipulation can modulate the expression of de novo DNMTs [32]. Similarly, all the following studies [63–67] indicate that HDAC inhibitors improved cognition and memory functions in AD animal models. Although promising, the limit of all these papers is that most of the experiments have been performed in disease animal models, and little is still known in humans. Severe alterations of the one-carbon metabolic pathway in humans are associated with disease, for example DNMT3B mutations cause a rare chromosome breakage disease characterized by aberrant DNA methylation and called the immunodeficiency, centromeric region instability, and facial anomalies syndrome (ICF syndrome) [83]. Complex interactions between polymorphisms in one-carbon metabolic genes and plasma Hcy or serum folate and vitamin B12 levels are known in LOAD subjects [84], however we still do not know to what extent dietary “one-carbon nutrients” and their metabolism can modulate and/or reverse AD-related epigenetic marks in the human brain. Therefore, some caution should be taken prior to recommend “one-carbon nutrients” or epigenetic drugs, such as HDACi, as preventative strategies for age-related neurodegeneration. Indeed, many issues still need to be clarified before compounds with epigenetic properties could be effectively used to treat patients with a cognitive decline, the most important being the possible short- and long-term side effects. If a diet rich in antioxidants and in methyl donor compounds, such as fruit and vegetables, is likely to protect against the risk of late-onset degenerative diseases, a manipulation of our genome by means of a widespread usage of HDACi or other epigenetic compounds could have several side-effects in different organs and tissues of the body, such as, for example, cancer promotion [10,56,85]. Additional studies are therefore required to clarify the interplay between dietary methyl-donor compounds, polymorphisms of metabolic genes and epigenetic modifications of key AD genes, as well as the interconnections between DNA methylation/demethylation reactions, histone tail modifications and RNA-mediated mechanisms in the regulation of AD-related genes [10]. Only a better understanding of the networks and the interplay of these three epigenetic mechanisms in AD pathophysiology could help the design of preventative strategies to delay disease onset and/or progression.
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10.1 INTRODUCTION

Neurons are sensitive to the dosage of genes, and a subset of neurobiological disorders can be caused by either an underexpression or an overexpression of a molecule in the neuron. Examples of such neurodevelopmental disorders are Pelizaeus-Merzbacher disease that is associated with a deletion, mutation, or duplication of the PLP1 gene [1], adult-onset neuromuscular disease, Charcot-Marie-Tooth disease associated with a mutation or duplication of PMP22 [2], and several types of mental retardation that are associated with deletion or duplication of the neuronal migration factor LIS1 [3,4]. Also, it was recently demonstrated that mutation or duplication (multiplication) of the α-synuclein gene is associated with Parkinson’s disease [5]. These clinical findings suggest that the brain is extremely sensitive to perturbations in gene-regulation, and further indicate that the brain is an organ that requires a proper control system for gene expression.

“Epigenetic” mechanism is one such system of control of gene expression in higher vertebrates. The term “epigenetics” was first used by Conrad Waddington in 1939 to describe “the causal interactions between genes and their products, which bring the phenotype into being” [6]. The current definition is “the study of heritable changes in gene expression that occur independent
of changes in the primary DNA sequence" [7]. Waddington’s definition initially referred to the role of epigenetics in embryonic development, in which cells develop distinct identities despite having the same genetic information; however, the definition of epigenetics has evolved over time as it is implicated in a wide variety of biological processes. The mechanism is essential for normal development during embryogenesis [8] and neural cell differentiation [9] as well as differentiation of other types of cells [10]. Therefore, epigenetics, which includes DNA methylation, histone modifications, and regulation by microRNAs, may be a key concept to understanding of the pathogenesis of neurobiological disorders [11–14].

Precise understanding of neurobiological disorders is important, because the number of children with autism and related disorders (autistic spectrum disorder; ASD) have increased 30-fold (prevalence from 1/2500 to 1/86) in the last 50 years in England [15]. Affected children are presently numbered approximately 100 (between 34 and 264) per 10,000 children worldwide [15–20]. Autism is one of the most common neurobiological disorders, which is characterized by three specific criteria: (1) abnormal reciprocal social interactions: reduced interest in peers and difficulty maintaining social interaction and failure to use eye gaze and facial expressions to communicate efficiently, (2) impaired communication: language delays, deficits in language comprehension and response to voices, stereotyped or literal use of words and phrases, poor pragmatics and lack of prosody, resulting in monotone or exaggerated speech patterns, and (3) repetitive behaviors: motor stereotypies, repetitive use of objects, compulsions and rituals, insistence on sameness, upset to change and unusual or very narrow restricted interests [21]. However, there have so far not been appropriate biological markers for autism, and thus, diagnosis is made based purely on behavioral criteria, such as DSM-IV99, the diagnostic manual of the American Psychiatric Association, and ICD-10100, the diagnostic manual of the World Health Organization [22,23].

While various environmental factors are thought to contribute to the pathogenesis of autism [24], recent genetic studies have revealed rare mutations in more than 20 genes in a subset of autistic children [25]. Many of the genes encode proteins that are associated with synaptic function, including synaptic scaffolding proteins, receptors, transporters on synapses, and neuronal cell adhesion molecules [25]. These findings suggest that autism may be a disorder of the synapse [26] (Figure 10.1).

However, the increase in the incidence of autism cannot be solely attributed to genetic factors, because it is unlikely that mutation rates suddenly increased in recent years. Therefore,
environmental factors are very likely to be involved in this increase. This is partly supported by a study in twins that revealed that environmental factors contribute to the occurrence of autism [27,28]. Furthermore epigenetic mechanisms are affected by environmental factors [11], and environment-induced epigenetics changed in early life can persist through adulthood and can be transmitted across generations resulting in abnormal behavior traits in the offspring [29]. Consideration of the foregoing led us to propose a hypothesis that various environmental factors change the epigenetic status of brain-specific genes leading to alterations in the expression of a number of neuronal genes associated with the synapse, resulting in abnormal brain function (aberrant synaptic function) in certain neurobiological disorders (namely autism and ASD).

In this chapter, we show various examples of neurobiological disorders associated with epigenetics, environmental factors that affect epigenetic gene regulation, and discuss future directions in medicine for neurobiological disorders based on recent epigenetic understandings.

10.2 EPIGENETIC MECHANISM ASSOCIATED WITH CONGENITAL NEUROBIOLOGICAL DISORDERS

Epigenetic control of gene expression is an intrinsic mechanism for normal brain development [30] and abnormalities in the molecules associated with this mechanism are associated with congenital neurodevelopmental disorders including autistic disorders [31–40]. Genomic imprinting is the epigenetic phenomenon initially discovered in human disorders. In an imprinted gene, one out of the two parental alleles is active and the other allele is inactive due to epigenetic mechanisms such as DNA methylation. Therefore, mutations in the active allele or deletion of the active allele of the imprinted gene results in no expression. This has been found in autistic disorders, Angelman syndrome, and Prader–Willi syndrome [31].

Since there are more genes in the two X chromosomes than in the X and Y chromosomes, females (XX) have more genes than males (XY). To minimize this sex imbalance, one of the two X chromosomes in females is inactivated by an epigenetic mechanism [32]. If X-inactivation does not properly occur in a female, such a female is believed to die in utero and abort. This hypothesis is supported by the recent findings in cloned animals produced by somatic nuclear transfer in which failure of X-chromosome inactivation induces embryonic abortion [33,34]. Even if one of the X chromosomes is extremely small due to a large terminal deletion, making the overdosage effect of X-linked genes small, the female shows a severe congenital neurodevelopmental delay [35], indicating that proper epigenetic control of gene expression is essential for normal brain development.

DNA methylation and histone modifications are a fundamental step in epigenetic gene control. DNA methylation is achieved by the addition of a methyl group (CH₃) to CpG dinucleotides in a reaction that is mediated by DNA methyltransferases (e.g. DNMT1, 3A, 3B). Defect in a methyltransferase DNMT3B activity causes a syndrome characterized by immunodeficiency, centromere instability, facial anomalies, and mild mental retardation (ICF syndrome) [36–38].

Methyl-CpG binding proteins, which bind to the methylated DNA region of genes, are also important molecules for control of gene expression. Mutations in one of the methyl-CpG binding proteins, named methyl CpG binding protein 2 (MeCP2), cause Rett syndrome, which is characterized by seizures, ataxic gait, language dysfunction, and autistic behavior [39,40]. Thus, it is thought that the mutation in MeCP2 results in a dysfunctional protein and mis-binding of MeCP2 to the methylated regions of genes, which leads to malsuppression of gene expression in the brain leading to manifestation of Rett syndrome including autism. Recent studies have shown that MeCP2 controls the expression of some neuronal genes, such as brain-derived neurotrophic factor (BDNF), distal-less homeobox 5 (DLX5), insulin-like growth factor binding protein 3 (IGFBP3), and protocadherins PCDHB1 and PCDH7 (neuronal cell
adhesion molecules) [41–45]. These findings suggest that not only mutations [25], but also epigenetic dysregulation of genes that encode synaptic molecules is possibly associated with autism (Figure 10.2). In fact, either deficiency of MeCP2 (i.e. Rett syndrome) or excessive production of MeCP2 (duplication of the MECP2 genomic region) can lead to autistic features [46].

10.3 EPIGENETIC MECHANISM UNDERLYING ALTERATION OF THE BRAIN FUNCTION BY ENVIRONMENTAL FACTORS

In autism, both environmental factors (e.g. toxins and infections) and genetic factors (e.g. mutations in synaptic molecules) have historically been implicated [19,47,48]. However, a biological mechanism that links these two groups of factors has not been identified. Epigenetics may bridge these two groups of factors contributing to disease development [11]. Besides the intrinsic (congenital) epigenetic defects (associated with the diseases described above), several lines of evidence suggest that extrinsic (environmental) factors, such as malnutrition, drugs, mental stress, maternal care, and neuronal stimulation, alter the epigenetic status of genes thereby affecting brain function [49–63]. Therefore, it is intriguing to think that acquired neurodevelopmental disorders, including autistic disorders, may be the result of epigenetic dysregulation caused by environmental factors (Figure 10.3).

The epigenetic mechanism is also likely to be relevant in drug addiction. Gene expression in the dopaminergic and glutamatergic systems is mediated by an epigenetic mechanism, and cocaine and alcohol alter the epigenetic state. For example, cocaine induces either hyperacetylation or hypoacetylation of histones H3 and H4 in the nucleus accumbens of mice, and alcohol induces hyperacetylation of histones H3 and H4 in the frontal cortex and the nucleus accumbens of adolescent rats; such alterations may be associated with permanent behavioral consequences [64,65].

The above studies were mainly performed in animals, and there is little evidence for such changes in humans. However, the fact that epigenomic differences are greater in older monozygotic twins than in younger twins suggests that epigenetic status may be altered during aging by environmental factors in humans [66].

![FIGURE 10.2](image)

Schematic representation of epigenetic control of the gene expression. Either an excessive amount or deficiency of MeCP2 leads to aberrant expression pattern of its target genes, leading to neurobiological disorders that exhibit autistic features. Yellow circle: MeCP2, orange circle: protein associated with histone modification, red circle: methyl-residue, green square: chromosomal histone protein, arrow: transcription start site. This figure is reproduced in the color plate section.
10.4 TRANSGENERATIONAL EPIGENETIC INHERITANCE (NON-MENDELIAN DISEASE INHERITANCE)

In the current understanding of biology, one’s acquired character is not inherited in the next generation. We call this way of thinking Darwinian inheritance. Therefore, we can rest easy, because this leads us to believe that the bad habits obtained during one’s lifetime will not be inherited by our progeny. However, recent advances in epigenetics have revealed that such undesirable acquired traits might be transmitted into the next generation.

Epigenetic marks, e.g. DNA methylation or histone modifications, allow the transmission of gene activity states from one cell to its daughter cells. A fundamental question in epigenetics is whether these marks can also be transmitted through the germline. If so, an aberrant epigenetic mark acquired in one generation could be inherited by the next generation. In general, epigenetic marks should be erased by demethylating factors such as the cytidine deaminases (e.g. AID, APOBEC1) [67] and re-established in each generation, but there have been reports that this erasure is incomplete at some loci in the genome of several model organisms, possibly due to deficiency of demethylating factors (e.g. AID) [67]. “Transgenerational epigenetic inheritance” refers to the germline transmission of an epigenetic mark [68,69], which may provide direct biological proof for an unexplained hypothesis, Lamarckism, which is the idea of heritability of acquired characteristics.

Transgenerational inheritance of epigenetic marks was first demonstrated in a specific mouse strain. The methylation status at the Axin (Fu) locus in mature sperm reflects the methylation state of the allele in the somatic tissue of the animal. This epigenetic status is linked to the shape of tail of the animals, and it does not undergo epigenetic reprogramming during gametogenesis [70]. This observation was recently confirmed in Drosophila, in which an aberrant epigenetic mark (defective chromatin state) acquired in one generation induced by environmental stress (e.g. heat shock) was inherited by the next generation [71].

It has also been demonstrated that an aberrant epigenetic mark acquired in one generation by mental stress (maternal separation in early life) can be inherited by the next generation [29]. Chronic maternal separation alters behaviors as well as the profile of DNA methylation in the promoter of several candidate genes in both germline of the separated mice and the brains of the offspring with altered gene expression (e.g. decreases in the expression of the corticotropin releasing factor receptor 2 in the amygdala and the hypothalamus) [72]. These findings may provide the biological evidence for the current social issue that traumatic experiences in early life are risk factors for the development of behavioral and emotional disorders.

Based on the evidences described above, the readers of this chapter might be led to believe that epigenetics is a scientific field that portends adverse news for society. However, if we could create an environment conducive to good human health, we will be able to sever the
deleterious environment-induced epigenetic patterns across the generations. Even if epigenetic markings provide a "memory" of past experiences and the markings persist across the lifespan of an individual and then be transmitted to the offspring via epigenetic inheritance, future epigenetic research can possibly establish restorative methods taking advantage of the reversibility of stress-induced epigenetic modifications. It can also show us the appropriate environment for keeping a healthy physical and mental condition [73,74].

10.5 EPIGENETIC MEDICINE FOR NEUROBIOLOGICAL DISORDERS

Environmental factors via epigenetic mechanisms are not always harmful. Imipramine, a major antidepressant, was recently found to have the effect of restoring a depressive state by alteration of the epigenetic state (increasing histone H3 and H4 acetylation at the Bdnf P3 and P4 promoters and histone H3-K4 dimethylation at Bdnf P3 promoter), leading to up-regulation of Bdnf (brain-derived neurotrophic factor) in the hippocampus [53]. It was recently shown that other drugs used for mental illness also have an epigenetic restoring effect; these include valproic acid [51,54], clozapine [55], sulpiride [55], and lithium [56]. Oxytocin, which is a hormone associated with social interactions [57–59], is tested for the treatment for autism and ASD, since previous studies have revealed the effects of this neuropeptide on autistic social cognition in adults with autism [60,61]. Since aberrant hypermethylation of the promoter region of the oxytocin receptor gene is found in the DNA from brain and blood samples of some autistic children [62], oxytocin as well as other drugs for autism may have epigenetic restoring effects. Based on these findings, chemicals that alter epigenetic gene expression are candidates of new drugs for a subset of the patients with mental and neurobiological disorders [65].

Recent research has shown that not only drugs, but also general nutrition alters the epigenetic status of DNA. The best example is folic acid. Folic acid is the substrate that supplies methylresidues during methylation of cytosine in DNA. Therefore, in order to maintain DNA methylation, proper intake of folic acid is essential. In Japan, the number of young women who do not take a sufficient amount of folic acid during pregnancy is increasing, and this increases the risk of having babies with neural tube defects [75]. In rats, inappropriate supply of nutrients from the mother to the fetus also increases the susceptibility of the fetus to develop diabetes mellitus through epigenetic effects [76]. These hypotheses are supported by observation from a rat study in which protein restriction during pregnancy induced a state of malnutrition and hyperlipidemia in the fetus. However, supplementation of the maternal protein-restricted diet with folic acid during pregnancy relieved these abnormalities. The effect was achieved by an increase in DNA methylation of the promoter regions of the PPAR-alpha and glucocorticoid receptor genes in the liver by folic acid, which led to proper suppression of the genes [49]. These findings indicate that specific nutrient intakes may alter the phenotype of the offspring through epigenetic changes. Protein restriction during pregnancy also reduced the expression of Mecp2 gene in the liver of the fetus [50]. This observation implies that malnutrition during pregnancy may contribute to the development of neurobiological disorders, although the effect of malnutrition on Mecp2 has not been investigated in the brain.

Royal jelly, known to change the phenotype from a genetically identical female honeybee to a fertile queen, also has epigenetic effects. A recent study revealed that royal jelly has the effect of erasing global DNA methylation, because silencing the expression of Dnmt3, a DNA methyltransferase, had a similar effect on the larval development [77].

Since the 1980s, folic acid is empirically used for the treatment of autistic patients, and these studies have shown that it is effective only for a subset of the patients [78–80]. However, it has not been completely proven that the effect of folic acid on autistic patients is based on epigenetic effects. Therefore, it is important to confirm the genomic regions (genes) where DNA methylation is altered by treatment with folic acid. Improved methods for the genome-
wide methylation studies [81,82] may allow us to identify folate-responsive genes where DNA methylation is altered by administration of folic acid in autistic children. Such gene, if identified, can be a therapeutic marker for folic acid treatment, and the folic acid responsive (treatable) autistic patients can be distinguished from the non-responsive (non-treatable) patients (Figure 10.4).

Folic acid-based treatment may be safe, since it is a nutrient, and it is expected to have global effects, but not on individual genes. Besides these nutrition-based treatments, several alternative epigenetic-based treatments are currently developed, which is gene-specific and able to restore the epigenetic status that has been changed by an environmental factor. Examples are inhibitors of either DNA methylation or histone deacetylases are bound to pyrrole-imidazole (PI) polyamides, small synthetic molecules that recognize and attach to the minor groove of DNA, which can be designed for DNA sequences of any genes and can regulate gene transcription by binding to DNA [83]. In fact, molecules that consist of an epigenetic inhibitor and a PI polyamide have been delivered to a target gene and have altered its expression [84].

It has recently been discovered that the DNA sequence is not the same in each neuron [85], and that epigenetic change underlies the somatic change of the DNA sequence [86]. This is the phenomenon that is referred to as retrotransposition, in which a repetitive LINE-1 element is inserted into various genomic regions when it is hypomethylated and can change the expression of adjacent genes. The retrotransposition is accelerated by deficiency of MeCP2 [87]. Interestingly, in mice, the retrotransposition is also activated by voluntary exercise (running) [88], suggesting that exercise may alter the DNA methylation status in neurons.

Studies using a Rett syndrome mouse model (Mecp2 knockout mice) show that environmental enrichment (e.g. availability of stimulating toys) during early postnatal development produces effects on neural development and ameliorates the neurological phenotypes associated with Rett syndrome [89,90]. This suggests that DNA methylation status may be corrected by an appropriate environmental stimulus, compensating for the insufficient MeCP2 function. The reversibility of this epigenetic change is supported by a different study in which activation of Mecp2 expression after birth leads to relief of neurological symptoms in Mecp2 knockout mice [91].

10.6 CONCLUSION
Various environmental factors potentially rewrite epigenetic codes. However, since epigenetic code is reversible, being different from genetic codes, it is potentially treatable, and preventable
when we further understand the mechanism(s) of how environmental factors induce epigenetic changes (Figure 10.5). In this context, better understanding of epigenetics is now important for development of new therapies for neurobiological disorders.
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11.1 IMMUNITY AND AUTOIMMUNITY
The term immunity refers to the group of mechanisms developed by multicellular organisms to defend themselves against potentially harmful agents. The development of an immune system occurred during the evolution from unicellular to multicellular organisms. Autoimmune reactions emerged in parallel with the increasing complexity of the immune system to recognize and eliminate pathogenic elements.
To achieve specific recognition of harmful agents, it is essential first to identify their own organic components as something innocuous; in other words, the immune system must be autotolerant. When the fine balance between recognition of self-components and defense against foreign agents is broken the immune system can react against the body's own components, inducing cell destruction. If the immune system recognizes a particular component located in a specific organ as harmful, and reacts solely against this, it gives rise to a process of organ-specific autoimmunity. Examples include diabetes mellitus type 1, primary biliary cirrhosis, Hashimoto's thyroiditis, Grave's disease, and celiac disease (Table 11.1). Conversely, if the reaction affects various organs and systems it is classified as systemic autoimmunity. This group of disorders includes systemic lupus erythematosus, rheumatoid arthritis, Sjögren's syndrome, scleroderma, and psoriasis among others (Table 11.1).

### 11.2 EPIGENETIC Deregulation in Autoimmunity

Epigenetics is one of the most rapidly developing areas in the fields of molecular biology and biomedicine. This discipline has contributed to our understanding of key aspects of cell biology and the pathogenesis of a variety of diseases, among which cancer is the most widely investigated [1].

Epigenetics is generally defined as the scientific discipline that studies the reversible and potentially heritable changes in gene expression that do not affect the DNA sequence [2]. Epigenetic mechanisms can also be described as those that register, signal, or perpetuate gene activity states and involve the chemical modification of chromatin. Epigenetics mainly focuses on two groups of chemical modifications: DNA methylation and histone post-translational modifications. Both groups of modifications have direct and/or indirect effects on gene expression and nuclear structure, and ultimately, determine cell identity.

There is a wide spectrum of critical biological phenomena regulated by epigenetic mechanisms. Epigenetic modifications are implicated in cell differentiation, cell cycle, apoptosis and signaling processes and are able to couple external signals to fine regulation of gene expression.

| TABLE 11.1 Autoimmune Disorders: Types and Main Affected Organs |
|-----------------------|------------------------|-----------------|----------------|
| **Type**               | **Disease**            | **Main Affected Organ(s)** | **References** |
| Systemic              | Systemic lupus erythematosus | Skin, joints, heart, brain, kidneys, other | [4,5] |
|                       | Rheumatoid arthritis   | Joints, skin, lungs, heart and blood vessels, other | [37] |
|                       | Sjögren's syndrome     | Salivary glands, tear glands, joints | [85] |
| Scleroderma           |                        | Skin, intestine, lung | [93] |
| Psoriasis             |                        | Skin, joints | [97] |
| Crohn's disease       |                        | Gastrointestinal tract, skin, joints, eye | [113] |
| Ulcerative colitis    |                        | Gastrointestinal tract, eye, muscle, skin | [113] |
| Ankylosing spondylitis|                        | Spinal and sacroiliac joints, eye, lung, heart | [137] |
| Organ-specific        | Multiple sclerosis     | Brain, spinal cord (CNS) | [75] |
|                       | Vitiligo               | Skin | [88] |
|                       | Primary biliary cirrhosis | Liver | [103] |
|                       | Hashimoto’s thyroiditis | Thyroid | [110] |
|                       | Grave's disease        | Thyroid | [111] |
|                       | Diabetes mellitus type 1 | Pancreatic islet cells | [135] |
|                       | Celiac disease         | Gastrointestinal tract | [136] |
Given the wide spectrum of processes where epigenetic regulation participates, deregulation is associated with a wide variety of diseases, including cancer and genetically complex diseases like autoimmune disorders.

In recent years, some laboratories have begun to elucidate the relevance of epigenetic alterations in autoimmune disorders. Research in epigenetic changes has mainly focused on autoimmune rheumatic disorders, primarily in systemic lupus erythematosus (SLE) and rheumatoid arthritis (RA). Results from these studies highlight the importance of investing further efforts to identify the full range of epigenetic alterations, different cell types involved and to explore the potential of these changes as targets for therapy. This chapter will summarize the most important aspects of our knowledge about the influence of epigenetic deregulation in human autoimmune disorders (Table 11.2) with special emphasis in SLE and RA.

### 11.2.1 Epigenetic Deregulation in SLE

SLE is a systemic and chronic autoimmune disorder characterized by the production of non-organ-specific autoantibodies, multisystem inflammation and damage to multiple organs [3]. SLE patients experience multiple and systemic clinical manifestations and unpredictable adverse effects [4].

**Table 11.2** Concordance Rates in Monozygotic Twins for Different Autoimmune Disorders as well as Some Examples of Epigenetic Deregulation Events in these Disorders

<table>
<thead>
<tr>
<th>Disease</th>
<th>MZ CR*</th>
<th>Examples of Epigenetic Deregulation Events</th>
</tr>
</thead>
</table>
– Global DNA hypomethylation [20]  
– Focal hypomethylation (PRF1, CSF3R, TNFSF5, IFNGR2) [25,29,31]  
– Global histone H3 & H4 hypoacetylation [35]  
– Focal hypoacetylation (IL-10) [33] |
– Focal hypomethylation (LINE-1, MAPK13, MET, hsa-mir-203) [45,46]  
– Focal hypermethylation (DR3) [49]  
– Focal hypomethylation (PAD2) [81] |
| Multiple sclerosis Sjögren’s syndrome Scleroderma | 25% [76]| – DNMT1 overexpression [94]  
– Global DNA hypomethylation [19]  
– Focal hypermethylation (FL1) [95]  
– Focal hypermethylation (BP230) [86]  
– Focal hypermethylation (SHP1, p15, p16, p21) [98,99,101]  
– Focal hypermethylation (p14, p16) [100,102] |
| Psoriasis                   | 67% [97]| – Skewed X chromosome inactivation [112] |
| Primary biliary cirrhosis   | 60% [6]| – Global hypomethylation [114]  
– Focal hypermethylation (p14, p16, PAR2, MDR1, CDH1) [115,116,119–121] |
| Autoimmune thyroid diseases | 30–50% [110,111]| – Skewed X chromosome inactivation [112] |
| Crohn’s disease             | 60% [113]| – Global hypomethylation [114]  
– Focal hypermethylation (p14, p16, PAR2, MDR1, CDH1) [115,116,119–121] |
| Ulcerative colitis          | 6% [113]| – Global hypomethylation [114]  
– Focal hypermethylation (p14, p16, PAR2, MDR1, CDH1) [115,116,119–121] |
| Diabetes mellitus type 1    | 21–70% [6]| – Skewed X chromosome inactivation [112] |
| Celiac disease              | 75% [6]| – Global hypomethylation [114]  
– Focal hypermethylation (p14, p16, PAR2, MDR1, CDH1) [115,116,119–121] |
| Ankylosing spondylitis      | 50% [6]| – Global hypomethylation [114]  
– Focal hypermethylation (p14, p16, PAR2, MDR1, CDH1) [115,116,119–121] |

*MZ, monozygotic; CR, concordance rate.*
exacerbations and relapses. These mainly affect the skin and joints, although there are also cardiac, pulmonary, renal, neuropsychiatric, hematological, and reproductive alterations [4,5]. The mechanisms responsible for the breakdown of immune tolerance to self-components and autoantibody production remain unknown, however alterations in apoptosis, cytokine levels, signaling pathways, and immune cell behavior have been characterized in SLE patients [4].

SLE is characterized by a complex etiopathology, including not only genetic but also environmental factors, such as changes in hormone levels, viral infection or exposure to chemicals. Recently, it has been proposed that epigenetic alterations induced by the environment, and therefore misregulation of associated genes, could trigger autoimmunity when occurring in specific genetic backgrounds [3,4]. The observed concordance rates for monozygotic and dizygotic twins (around 25% and 2%, respectively), and the high heritability of SLE (more than 66%), underscores the key influence of genetic factors in this autoimmune disorder [6,7]. Currently, a variety of susceptibility genes for SLE, some of which are common to other autoimmune disorders, have been identified [3,8,9]. In addition, different environmental factors are also key to the onset and the progression of SLE disease. Much evidence supports this contribution, including partial concordance between monozygotic twins and the induction of lupus-like syndromes following administration of certain drugs. More than one hundred chemical substances, many of which influence the activity of epigenetic modifiers, have the ability to induce SLE symptoms after long-term exposure. One clear example is that of 5-azacytidine and related compounds. 5-Azacytidine is a chemical analog of cytidine and is incorporated into the DNA as cytosine during replication. Its demethylating properties are based on the formation of stable complexes between DNA methyltransferases and DNA, where the analog is incorporated [10]. 5-Azacytidine, also known under the commercial name of Vidaza®, has been used therapeutically since 2004 to treat myelodysplastic syndrome and patients receiving such treatment have frequently reported to develop lupus-like syndrome [11]. This autoimmune response has also been studied in mice. In both cases, lupus-like symptoms disappear when the treatment is discontinued. On the other hand, the in vitro treatment of human or murine CD4+ T lymphocytes with 5-azacytidine, or other demethylating agents, generates autoreactivity and the direct injection of these treated cells into healthy mice induces an autoimmune response with characteristics similar to those of SLE [12–18].

DNA METHYLATION PROFILE ALTERATION IN SYSTEMIC LUPUS ERYTHEMATOSUS

Epigenetic dysregulation in SLE has been observed at the DNA methylation and histone modification levels. In the particular case of DNA methylation, CD4+ T lymphocytes of SLE patients are characterized by a significant reduction in the total content of 5-methylcytosine and the symptomatology is directly correlated with the loss of this epigenetic mark [19,20]. DNA methyltransferases were early reported to be down-regulated T cells from lupus patients [21]. Alterations in DNA methylation levels have also been described in SLE mouse models. For example, T cells obtained from the murine model MRL/lpr are also characterized by lower levels of DNA methylation and reduced DNMT1 expression than control mice and this is directly correlated with aging and SLE progression [22,23].

Global hypomethylation can potentially have different consequences, including altered gene expression, erasure of imprinting signature, and reactivation of endoparasitic sequences, ultimately contributing to the loss of autotolerance as well as to SLE development. Alterations in DNA methylation occur at repetitive sequences and at gene promoters (Figure 11.1). With respect to the repetitive elements, a global decrease in the content of 5-methylcytosine suggests hypomethylation in repetitive elements that are the major contributors of CpG dinucleotides to the genome 24. However, to date there is little information on the specific repetitive elements that are affected. Recently, it has been demonstrated that the 18S and 28S regions of the ribosomal RNA genes that are present in the genome in several hundred copies, undergo
hypomethylation in white blood cells of SLE patients [25]. Hypomethylation at the ribosomal RNA gene repeats correlate with the overexpression of the pre-RNA and the 18S RNA. This finding could potentially be associated with increased production of ribosomal particles in SLE, perhaps associated with the production of the autoantibodies against these particles that are frequently detected in serum of SLE patients [26, 27].

With respect to promoters, various studies have reported the occurrence of hypomethylation at the regulatory region of several genes in SLE. The majority of these studies have addressed this issue by using candidate gene analysis. More recently, high-throughput analysis of monozygotic twins discordant for SLE has led to the identification of a larger set of genes, as well as dissect the contribution of DNA methylation changes to this disease [25].

Among the identified gene promoters, several of them are implicated in immune processes such as cellular death (PRF1), B-cell co-stimulation (TNFSF7 and TNFSF5), immune synapse (ITGAL and CSF3R) and interleukin signaling (IL4 and IL6). One example is represented by PRF1, the gene that encodes perforin, involved in cellular death through generation of a pore by insertion into the cytoplasmic membrane [28]. In CD4+ T lymphocytes of SLE patients, the promoter region of the PRF1 gene is hypomethylated, the gene overexpressed and there is a consequent increase in monocyte and macrophage death [29,30]. The treatment of healthy human CD4+ cells with DNA demethylating drugs induces autoreactivity in vitro and monocyte killing ability. On the other hand, the use of concanamycin A, a perforin inhibitor, reduces monocyte killing in SLE [29]. Another example is the B-cell costimulating protein CD40LG, also called CD154 or TNFSF5. TNFSF5 is encoded on the X-chromosome and the two alleles are methylated in healthy women, whereas in men the single copy is unmethylated. In CD4+ lymphocytes of women with SLE, the TNFSF5 promoter tends to become hypomethylated and, for this reason, the costimulating molecule is overexpressed [31,32]. This specific epigenetic dysregulation could partially explain the higher incidence of SLE in women than in men. These are just some examples of genes characterized by DNA methylation alteration in SLE. Undoubtedly, many other genes

---

**FIGURE 11.1**

A scheme depicting some of the best-known epigenetic deregulation events in blood cells from SLE patients: changes in DNA methylation and histone modifications, as well as the effects of epigenetic drugs.
remain to be discovered that develop epigenetic alterations in SLE. In-depth studies based on fractionated cell populations and more powerful high-throughput technologies will provide us with a better knowledge of the role of DNA methylation changes in SLE.

HISTONE MODIFICATION PROFILE ALTERATION IN SYSTEMIC LUPUS ERYTHEMATOSUS

Our knowledge about the alterations in the histone modification patterns in SLE is also far from complete. Most of the evidence about the role of changes in histone modifications in SLE comes from the use of epigenetic drugs. Specifically, the use of histone deacetylase (HDAC) inhibitors suggests that deacetylation is involved in the skewed expression of certain genes that are associated with the disease. For instance, SLE T-helper cells exhibit increased and prolonged expression of cell-surface CD40 ligand (CD154), spontaneously overproduce interleukin-10 (IL-10), but underproduce interferon-gamma (IFN-\(\gamma\)). The histone deacetylase inhibitor trichostatin A (TSA) significantly reverses this skewed expression of these gene products [33] (Figure 1-1.1). It is likely that this reversion is the result of modification of the histone acetylation status, although alteration of the acetylation levels of regulatory proteins cannot be discarded. This result not only suggests that histone acetylation might account for this aberrant expression but also that this pharmacological agent may be a candidate for the treatment of this autoimmune disease.

Little information on the histone acetylation changes associated with SLE is available. Most of the information comes from the MRL/lpr mouse model, where histone hypoacetylation has been demonstrated [34]. In CD4\(^+\) T lymphocytes of SLE patients with active disease are also characterized by global histone H3 and H4 hypoacetylation [35] (Figure 1-1.1). In contrast, monocytes from SLE patients have been reported to undergo histone H4 hyperacetylation at gene promoters and this alteration associates with aberrant overexpression of associated genes. Interestingly, the 179 identified genes are characterized by the presence of potential IRF1 binding sites within the 5 Kb upstream region and the IFN\(\alpha\) treatment increases gene expression and histone acetylation [36]. The use of high-throughput approaches and analysis of specific cell types and more histone modification marks will surely lead to detailed information about genomic sites that undergo histone modification changes in SLE.

11.2.2 Epigenetic Deregulation in RA

RA is a systemic autoimmune disease characterized by synovial hyperplasia and joint inflammation and progressive destruction [37]. In the affected joint, there is an inflammatory microenvironment involving many immune cells [37]. These include synovial cells, which are hyperactivated and hyper-reactive due to high concentrations of proinflammatory cytokines. In addition, there is bone and cartilage destruction by the main effector cell types, osteoclasts and rheumatoid arthritis synovial fibroblasts (RASF), respectively [38].

RASFs constitute one of the cell types involved in RA pathogenesis as well as one of the more extensively studied. RASFs are more aggressive than their normal counterparts [39]. They overexpress metalloproteinases (MMPs) and cytokines [40] and show tumoral behavior (invasiveness [41], resistance to apoptosis [42], and anchorage-independent growth [43]).

DNA METHYLATION ALTERATIONS IN RHEUMATOID ARTHRITIS

Synovial fibroblasts are the best-characterized cells for epigenetic alterations in RA. In the early 1990s, global DNA hypomethylation was reported to occur in blood, synovial mononuclear cells, and synovial tissue of RA individuals [44] (Figure 11.2). In RASFs, hypomethylation was associated with aberrant overexpression of retrotransposable Line 1, affecting the expression of other genes [45]. More recently, met proto-oncogene (MET), p38delta MAP kinase (MAPK13), and galectin 3 binding protein (LGALS3BP) have been shown to be overexpressed, contributing to the aggressive phenotype of these effector cell...
Neidhart and Gay’s team has identified that RASF display lower levels of DNMT1 than their healthy counterparts. They have also shown that these alterations in DNMT1 and global DNA methylation levels associate with the aggressive phenotype of RASFs. Moreover, synovial fibroblasts obtained from healthy donors treated with DNA hypomethylating drugs, like 5-aza-2-desoxycytidine, become as aggressive as RASFs [47]. RASFs also display specific promoter hypermethylation, like cancer cells [48,49] (Figure 11.2). For instance, the promoter of the tumor necrosis factor superfamily, member 25 gene (TNFRSF25), also known as death receptor 3 (DR3), is hypermethylated, and consequently down-regulated. This could explain the increased resistance to apoptosis that this cell type exhibits [49]. Some microRNAs are also deregulated in RASF by aberrant methylation changes at their promoters. As an example, hsa-miR-203 is up-regulated in RASFs relative to OASFs, and leads to an increase in the production of MMP-1 and IL-6 [50].

Blood cells are also reported to exhibit DNA methylation changes in RA. One example is Ephrin B1 (EFNB1), which codes for a membrane protein involved in cell adhesion and inflammation process signaling. EFNB1 mRNA and protein levels are up-regulated in blood and synovial T lymphocytes owing to the hypomethylation of its promoter [51] (Figure 11.2). Another example is the multifunctional interleukin-6 (IL-6). Loss of methylation of a single CpG at the promoter of IL-6 results in overexpression, that probably results in immune cell hyperactivation [52].

In RA CD4+ T cells, as well as in RASFs, there is global DNA hypomethylation and lower activity levels of DNMTs [20].
JNK pathways are decreased and DNMT1 and DNMT3 down-regulated. These decreased levels of these DNMTs are associated with demethylation of some gene promoters and subsequent protein overexpression. Some examples are CD70, perforin (PRF1), and KIR2DL4, which could contribute to the inflammatory phenotype [53].

It has been speculated that there is an imbalance of helper lymphocyte differentiation in RA. In this disease, peripheral CD4$^+$ T cells are characterized by FOXP3 promoter hypermethylation. On the other hand, synovial CD4$^+$ T cells experience FOXP3 and IFNG promoter demethylation, possibly indicating a higher representation of regulatory T and T helper 1 cells in the affected joints [54].

**HISTONE MODIFICATION PROFILE ALTERATION IN RHEUMATOID ARTHRITIS**

In RA, there is also evidence of a potential role of histone modifications. Although no specific histone modification alterations have been described in this autoimmune disorder, the important role of this epigenetic mechanism is demonstrated by research based on HDAC inhibitors (Figure 11.2).

In RA, synovial fibroblasts show higher levels of HDAC1, and these are positively regulated by the concentration of TNF-alpha [55]. The depletion of HDAC1 and HDAC2 results in decreased cell proliferation and inhibition of certain TNF-alpha cytokines such as MMP1 [56]. Nucleosomes located along the MMP1 promoter are hyperacetylated in RASFs, where this gene is overexpressed [57].

The first observation that HDACi could modulate the expression of RA-related genes was made in 2003 in an animal model of this autoimmune disorder. Adjuvant arthritis rats treated with phenylbutyrate and trichostatin A (TSA) showed RA pathology suppression and the isolated RASFs from these treated rats did not proliferate. This effect was due to the up-regulation of two CDK inhibitors (p16$^{INK4a}$ and p21$^{WAF1/Cip1}$) and inhibition of TNF-alpha, IL-1, and IL-6 in the affected joints [58]. In 2004, systemic administration of the HDACi FK228 succeeded in ameliorating synovial proliferation and joint destruction when administered to autoantibody-mediated arthritis mice by up-regulating the same CDK inhibitors [59]. It has also been shown that treatment of RASFs with HDACi induces apoptosis via Fas receptor and TRAIL [60,61]. Other HDACi, such as MS-275 or suberoylanilide hydroxamic acid (SAHA), have also demonstrated growth arrest activity, inhibition of proinflammatory cytokines (TNF-alpha, IL-1beta) as well as down-regulation of angiogenesis and MMP expression in synovial fibroblasts in several RA animal models and patients [62–65]. The inhibition of HDACs, and thus, of MMPs, produces decreased cartilage resorption [66].

HDACi show strong anti-inflammatory effects in vivo that cannot only be explained by their effects on cell cycle and cell proliferation. These drugs are also involved in the inhibition of angiogenesis in the affected joint by down-regulating the hypoxia-induced factors HIF-1α and VEGF, which play central roles in the angiogenic process [67].

Apart from RASFs, the antiarthritic effects of HDACi have also been tested in T cells. In RA patients, regulatory T cells fail to suppress CD4$^+$ effector cells. TSA and valproic acid are able to increase the function and number of FOXP3 expressing CD25$^+$ CD4$^+$ regulatory T lymphocytes, which are able to inhibit the proliferative response of effector T cells [68], leading to better clinical features [69].

TSA also has the ability to suppress arthritis severity in collagen-induced arthritis mice. This is achieved by inhibiting autoantigen-specific T helper 1 cell proliferation and apoptosis induction and also gives rise to less IFN-gamma release. On the other hand, it enhances T helper 2 response by acetylating IL-4 promoter and thus its overexpression [70]. In conclusion, TSA is able to balance the relationship between T helper 1 and T helper 2 to produce
a protective status. Moreover, another HDACi, LAQ824, has previously been characterized by the ability to regulate this balance in human healthy T lymphocytes [71].

HDACi have also been shown to induce osteoblast proliferation and maturation as well as accelerating matrix mineralization by regulating the expression of several genes, such as those coding for growth factors and Wnt receptors [72,73].

On the other hand, the HDACi FR901228 can inhibit osteoclastogenesis. It inhibits nuclear translocation of NFATc1 (a crucial factor for osteoclastogenic differentiation) and boosts production of IFN-beta (an inhibitor of osteoclastogenesis). As a result, bone destruction is suppressed, and the clinical features of RA are improved [74].

11.2.3 Epigenetic Deregulation in Multiple Sclerosis
Multiple sclerosis (MS) is a multisystemic inflammatory and chronic autoimmune disorder characterized by demyelination and neurodegeneration of brain and spinal cord [75]. It is a genetically complex disease, but its etiology depends on environmental factors including Epstein–Barr virus infection. It is also thought that epigenetic dysregulation also participates in the onset of the disease driven by environmental factors. In fact, concordance rates of around 25% and 5% in monozygotic and dizygotic twins have been estimated [76]. Sunlight deficiency, low vitamin D ingestion, radioactivity, geomagnetism, atmospheric contaminants, toxins, and nicotine poisoning have been identified as environmental triggers of epigenetic deregulation in MS [77]. Various studies have demonstrated that some of these factors have the ability to modify the epigenetic profile directly or indirectly [78,79].

Although the participation of epigenetic deregulation events in MS development has been proposed, there is little experimental evidence. One key protein in MS is myelin basic protein (MBP), a major component of the myelin sheath of Schwann cells and oligodendrocytes in the nervous system. This protein is citrullated by peptide arginine deiminase 2 (PAD2), generating loss of myelin instability. In MS, the PAD2 promoter is hypomethylated and consequently PAD2 is overproduced and the myelin is more easily degraded [80,81]. Moreover, MBP citrullation has the ability to induce autocleavage, generating new potential autoantigens and allowing molecular mimicry [82,83].

Recently, Baranzini and collaborators studied the genome, the epigenome, and the transcriptome of CD4⁺ T cells from three pairs of monozygotic twins discordant for MS. Although, they did not detect any reproducible and significant difference at the DNA methylation profile between co-siblings, this study represented the first high-throughput approach to investigate DNA methylation alterations in MS [84]. It is expected that future high-throughput studies with larger sets of samples and perhaps using other sets of cell types will help to dissect epigenetic profiles specific to MS.

11.2.4 Epigenetic Deregulation in Sjögren’s Syndrome
Sjögren’s syndrome (SjS) is a systemic autoimmune disease characterized by chronic inflammation of the exocrine glands that produce saliva and tears [85].

As in the previously described autoimmune disorders, SjS is a multifactorial disease in which genetic predisposition and environmental factors both feature. One report has described BP230 promoter hypermethylation in labial salivary glands of SjS patients. BP230 is the epithelial splice isoform of the dystonin gene, a component of the plakin protein family of adhesion junction plaque molecules and it is involved in basal lamina anchorage. This hypermethylation correlates with mRNA down-regulation, although paradoxically the protein level is increased [86]. The BP230 epigenetic deregulation could explain the anchorage alterations of salivary gland cells that characterize SjS patients. Also, in SjS patients’ salivary glands, up-regulation of two miRNAs has been detected and have been shown to be useful as markers of disease progression [87].
11.2.5 Epigenetic Deregulation in Vitiligo

Vitiligo is a depigmenting autoimmune disorder characterized by melanocyte destruction and patchy loss of skin pigmentation. Unlike other autoimmune disorders, it equally affects both sexes and all races, although it usually appears between the ages of 10 and 30 years [88]. Interestingly, vitiligo occurs in association with other autoimmune disorders including Addison’s disease, autoimmune thyroiditis, SLE, RA, and psoriasis among others, highlighting that mechanisms of deregulation are shared between all these conditions [89,90]. The etiology of vitiligo is a matter of a complex interaction between genetic predisposition and epigenetic alteration [91]. Environmental factors are key regulators of the onset of vitiligo. In fact, sunburn and traumas are associated with the manifestation of this autoimmune disorder. There are few data about epigenetic deregulation events in this autoimmune disorder, although the use of the Smyth line (SL) chicken, an animal model for human vitiligo, has yielded some information. Specifically, in vivo 5-azacytidine treatment of these chickens induces the production of antibodies against the melanocyte-specific protein TRP-1, skin melanocyte depletion and consequent depigmentation [92]. This study represents a clear example of how the administration of a DNA hypomethylating drug can induce vitiligo disease in genetically predisposed individuals, reinforcing the role of genetic and epigenetic influences on this autoimmune disorder.

11.2.6 Epigenetic Deregulation in Progressive Systemic Sclerosis

Progressive systemic sclerosis (PSS), or scleroderma, is a rare disease characterized by excessive collagen deposition, mainly in skin, but also in other organs, and progressive vasculopathy. It is considered an autoimmune disease because of the presence of autoantibodies, several of which act against nuclear epitopes. A greater incidence in women and frequent autoimmune comorbidities have been observed [93].

PSS is characterized by aberrant fibroblast activation in which there is greater deposition of collagen and lower secretion of MMPs, resulting in an elastic skin. These fibroblasts maintain their activated phenotype even when cultured in vitro, suggesting that gene expression is epigenetically regulated. Specifically, PSS fibroblasts produce higher levels of some cytokines and growth factors as well as lower levels of some MMPs. A correlation has been reported between the scleroderma fibroblast phenotype and higher detected levels of DNMT1, emphasizing the key role of epigenetic deregulation in PSS [94]. For example, FL1, a transcription factor that inhibits collagen production, undergoes hypermethylation in PSS fibroblasts and thus silencing, resulting in increased production of collagen. This property can be reverted by treatment with epigenetic modifiers, including HDACi and DNA methylation inhibitors. These observations provide a bona fide example of how epigenetic mechanisms orchestrate the pathogenic phenotype of a cell involved in an autoimmune disorder [95].

T lymphocytes are another cell type involved in the pathogenesis of this disease. In particular, this cell population displays lower levels of 5-methylcytosine and down-regulation of the methyl-CpG binding domain protein (MBD4) [19].

On the other hand, the reported important role of skewed X-chromosome inactivation mosaicism in the pathogenesis of scleroderma could explain the great prevalence of PSS in females [96]. This gene–dosage equilibration mechanism is also altered in autoimmune thyroid diseases (AITDs), as is explained in more detail below.

11.2.7 Epigenetic Deregulation in Psoriasis

Psoriasis is a chronic systemic skin disease characterized by precocious keratinocyte differentiation and hyperproliferation, triggered by autoimmune reactions.

Psoriasis etiopathology consists of a complex combination of genetic risk and epigenetic deregulation, which is reflected by the concordance rates for monozygotic and dizygotic twins for this autoimmune disorder (around 67% and 15%, respectively) [97].
With respect to the identification of epigenetic alterations in psoriasis, \( \text{SHP-1} \) (also called \( \text{PTPN6} \)) promoter 2 is hypomethylated in psoriatic skin samples and the isoform II expression levels are increased. Conversely, this promoter is hypermethylated in normal skin, repressing gene expression. This observation contrasts with the silencing of this gene observed in other hyperproliferative syndromes, such as leukemias and lymphomas [98].

Abnormal proliferative activity has been detected in the hematopoietic cells of patients suffering psoriasis. The \( \text{p16}\_\text{INK4A} \) tumor suppressor is a negative regulator of CDK4, a protein that accelerates cell cycle progression. In hematopoietic cells obtained from psoriatic patients, p16 gene promoter is hypomethylated and p16 mRNA level is increased. This overproduction results in a reduced ability to form colonies in hematopoietic cells from psoriasis patients, showing that bone marrow, and not only immunocytes, is dysfunctional in psoriatic patients [99]. Conversely, p16 is hypermethylated in epidermal samples from psoriatic patients [100]. Consistent with this line of evidence, other research shows a lower proliferative potential of hematopoietic cells in psoriatic patients, and is correlated with lower promoter methylation of p15 and p21 genes, and thus higher expression levels [101].

An increase in DNA methylation has been reported in PBMCs from psoriatic patients as well as in psoriatic skin lesions. This methylation is correlated positively with PASI (Psoriasis Area and Severity Index) scores. Specifically, DNMT1 is up-regulated while the MBD2 and MeCP2 are down-produced, indicating that the methylation machinery of psoriatic patients is altered. Another example is that of the p14 gene promoter. This gene, a homologues of \( \text{p16}\_\text{INK4A} \), is hypermethylated and its expression is consequently downregulated [102].

### 11.2.8 Epigenetic Deregulation in Primary Biliary Cirrhosis

Primary biliary cirrhosis (PBC) is a chronic and progressive organ-specific autoimmune disease of the liver that is characterized by the destruction of small-to-medium bile ducts, cholestasis fibrosis, and cirrhosis [103].

The etiology remains unknown, although it is clearly related to a combination of genetic predisposition and environmental stimulation, as indicated by the 60% concordance for monozygotic twins and the striking predominance in women (female: male ratio of 10:1) [104]. Various studies have demonstrated that familiar incidence of PBC, recurrent urinary tract infections, use of nail polish, and hormone treatment are risk factors for PBC development [105]. Some of these external factors have the ability to induce epigenetic changes. Despite the lack of studies, it is likely that dysregulation of epigenetic factors is implicated in PBC. For example, two X-chromosome genes are known to have lower expression in peripheral blood cells of PBC twins in comparison with their healthy counterparts [106]. These genes are \( \text{CLIC2} \), which encodes a chloride channel involved in stabilization of cell membrane potential, transepithelial transport, maintenance of intracellular pH, and regulation of cell volume [107,108], and \( \text{PIN4} \), a member of the parvulin subfamily of the peptidyl-prolyl \( \text{cis/trans} \) isomerases [109]. Interestingly, promoter methylation analysis revealed some dysregulation events but not always correlated with the expression behavior [106]. This study emphasizes the relationship between sex, epigenetics, and PBC.

### 11.2.9 Epigenetic Deregulation in Thyroid Diseases

Autoimmune thyroid diseases (AITDs) are the group of conditions in which the autoimmune attack of the thyroid takes place by infiltration of lymphocytes of the glandule. It is an organ-specific autoimmune disease that affects mainly women. This attack results in two opposite clinical outcomes: Hashimoto’s thyroiditis (HT) and Grave’s disease (GD). HT is a hypothyroidism in which there is apoptosis of thyroid cells, while GD involves hyperactivation of the thyroid due to TSH receptor-stimulating antibodies causing hyperthyroidism.

Many susceptibility loci have been identified including HLA-DR, CTLA-4, CD40, FOXP3, CD25, TSHR, and others. However, as with many other autoimmune diseases, genetics cannot
explain all the factors involved inAITDs. The concordance rates between monozygotic twins are around 30–50% \[110,111\], implying that other mechanisms such as epigenetic changes could trigger the onset of the disease.

A mechanism of skewed X chromosome inactivation (XCI) has been proposed inAITD. Under physiological conditions, females have in their cells either the maternal or paternal X-chromosome active, at random and at a ratio of 50:50. When this ratio is modified (for example 20:80) there is a process of skewed XCI. Much epigenetic machinery is involved in the process of XCI in order to methylate CpG on DNA, lysines of histones, and deacetylate the silenced region.

Mechanistically, the expression of antigens may not be sufficiently tolerated in some cells. Some self-antigens on one X-chromosome may not be present in the thymus or in other tolerance-related tissues, but may be highly expressed in other tissues, triggering immune responses \[112\].

**11.2.10 Epigenetic Deregulation in Inflammatory Bowel Diseases: Crohn's Disease and Ulcerative Colitis**

Inflammatory bowel diseases (IBD) are a group of pathologies that affect the digestive tract, including the small intestine and colon, and are characterized by inflammation and tissue destruction. There are two main forms: Crohn’s disease (CD) and ulcerative colitis (UC). CD, also known as regional enteritis or ileitis, is an organ-specific autoimmune disorder that compromises the gastrointestinal epithelia, from mouth to anus. It has a concordance rate among monozygotic twins of around 60% \[113\], showing a stronger genetic component than UC. UC is a type of inflammatory bowel disease in which only the large intestine or colon is affected by the autoimmune pathological mechanism. UC patients present ulcers and open sores in their gastric mucosa that cause abdominal pain, diarrhea, fever, and weight loss, among other symptoms. The concordance rate for monozygotic twins is as low as 6% \[113\], displaying the slight effect that genetic fingerprints have on this disease. The causes triggering this condition are still unknown, but there are some lines of evidence that point to the contribution of epigenetic mechanisms to UC pathogenesis.

With respect to DNA methylation, it has been reported that global hypomethylation correlates with higher proliferative activity in the affected mucosa of the rectum from patients with longstanding UC in comparison with healthy individuals \[114\]. Moreover, CpG island hypermethylation at specific gene promoters has been described, and this epigenetic signature is involved in UC-associated colorectal carcinogenesis \[115\]. Specific promoter hypermethylation has been assessed for many key sequences. Among these, CDKN2A at both p16\(^{\text{INK4a}}\) \[115\] and p14\(^{\text{ARF}}\) \[116\] stand out, since the promoters of both are commonly silenced by methylation in sporadic colorectal cancer \[117,118\].

The methylation status of other genes, including \textit{PAR2}, \textit{MDR1}, \textit{CDH1}, and \textit{GDNF}, has been correlated with the severity of the disease. In particular, \textit{PAR2} promoter methylation correlates with severe clinical phenotypes of UC \[119\] and the chronic continuous type and earlier onset of UC are associated with \textit{MDR1} promoter hypermethylation \[120\]. In the parts of the gastric mucosa with active methylation, there is specific methylation of CDH1 and GDNF \[121\]. On the other hand, patients suffering UC have an increased incidence of colorectal cancer (UC-associated colorectal carcinoma) and there are some genes that could be used as biomarkers for early detection of cancer or dysplasia in UC. Some examples of these epigenetic biomarkers are \textit{CDH1}, \textit{HPP1}, \textit{EYA4}, \textit{SFRP2}, \textit{ESR1}, \textit{RUNX3}, \textit{MINT1}, \textit{COX-2}, and \textit{DAPK}. Interestingly, the methylation level of these regulatory sequences directly increases with malignancy \[122–128\]. It is remarkable that in a subset of IBD-associated colorectal carcinoma there is microsatellite instability due to the hypermethylation and silencing of \textit{MLH1} gene and mutation in \textit{TGFbetaRII}, whose proteins are involved in the DNA mismatch repair gene pathway \[129,130\].

It has been speculated that UC is a disease of accelerated aging of the colon, an idea for which there is evidence from the short length of the telomeres and the level of DNA damage detected...
in the colonocytes of these people [131]. In fact, in the mucosa of UC patients, the promoter of some genes, such as ER, MYOD, p16, and CSPG2 have accelerated age-related methylation [132]. These findings could help explain the higher risk of UC-associated colorectal carcinogenesis associated with this autoimmune disorder.

On the other hand, there are some polymorphisms, affecting XRCC1 and GST genes among others, that have a protective effect against methylation in UC. This could be useful to classify patients with high or low risk of developing cancerous lesions in ulcerative colitis [133].

UC and CD share epigenetic dysregulation features, as shown in a genome-wide methylation study in which many genes related to immune system were found to be differentially methylated in both diseases. Some examples of these commonly altered genes are STAT5A, TNFSF1A, PECAM1, FABP3, FGE, and TNFSF8, among others [134].

### 11.2.11 Epigenetic Deregulation in Other Organ-Specific Autoimmune Disorders

Type 1 diabetes mellitus (T1DM), also known as juvenile diabetes, is a type of diabetes mellitus generated by the organ-specific autoimmune destruction of the insulin-producing beta cells of the pancreas [135]. As in the diseases described above, T1DM is mainly determined by epigenetic deregulation against a background of genetic susceptibility, data corroborated by the concordance rate of 21% to 70% in monozygotic twins and around 10% in dizygotic twins [6]. Although there is no doubt about the contribution of the epigenetic component in this autoimmune disorder, no specific examples of epigenetic dysregulation have yet been described.

Celiac disease, also called celiac sprue or gluten-sensitive enteropathy, is another example of organ-specific autoimmune disorder determined by the environment and genetic susceptibility. It involves chronic inflammation and destruction of the proximal small intestine and consequently the alteration of nutrient absorption. Patients with this condition cannot tolerate gluten. In fact, a transglutaminase enzyme modifies gliadin, a gluten component, generating an immune system crossreaction and destruction of the tissue of the small bowel [136]. In this case, the concordance rates for monozygotic and dizygotic twins are around 75% and 11%, respectively [6].

Ankylosing spondylitis (AS), also known as Bekhterev syndrome or Marie-Strümpell disease, is an organ-specific autoimmune disease. This disorder is one of the spondyloarthropathies which mainly occurs in young men. This chronic arthritis affects the spinal and sacroiliac joints, generating inflammation, joint damage and, in severe cases, bone formation and consequent spine fusion [137]. Despite its genetic contribution, environmentally driven epigenetic changes play an important role in AS etiology, a fact reflected in the high percentage of concordance between monozygotic and dizygotic siblings (50% and 20%, respectively) [6].

### 11.3 CONCLUSIONS

The study of epigenetic alterations in autoimmune diseases still needs greater efforts to determine its relevance and potential as targets for therapeutic approaches. Further studies are therefore needed to understand the epigenetic contributions to the pathogenesis of autoimmune diseases. Many of these disorders share clinical and genetic features and are influenced by similar environmental factors. Epigenetic modifications are influenced by environmental factors and are known to directly determine gene function, therefore constituting a relevant target to investigate its participation in the etiology of these diseases. Most efforts to identify the epigenetic alterations that occur in autoimmune disease have focused on SLE and RA and have served to identify both global and sequence-specific hypomethylation and over-expression of key genes in immune function. Several issues are now key to address: to make extensive use of high-throughput approaches, to systematically analyze all potential specific cell types relevant to disease pathogenesis, and to find the best way of using this information in a clinical setting.
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12.1 INTRODUCTION
Autoimmune diseases affect more than 23.5 million people in the United States and about an estimated 5% of the world’s population. The incidence of pediatric systemic lupus erythematosus ranges from 0.36 to 2.5 per 100,000 per year [1]. Rates vary in different parts of the world, reflecting a genetic basis for many of these conditions. There are “hotspots” where incidence rates may increase, and this is believed to be influenced by environmental or other
exposures. There is also a role for gender in autoimmunity, with the prevalence in women being significantly higher than in men [2]. In some conditions, such as scleroderma and autoimmune thyroiditis, this gender bias has been traced to an imbalance in X-chromosome inactivation, known as the X chromosome inactivation skew theory [3]. This is evidence that not only genetics, but epigenetics may play a role in the pathogenesis of autoimmune diseases. Phenotypic variation within each of the autoimmune diseases may indeed be a function of epigenetic influences on a baseline level of gene expression [4–6]. Because epigenetic modifications are reversible [7], this also opens the door for potential treatments to be developed that will reverse the epigenetic changes that contribute to the pathogenesis of the disease.

The treatment of autoimmune diseases has undergone several very significant paradigm changes over the past century. With a better understanding of the mechanisms of this group of diseases have come newer and more innovative modes of therapy. The discovery of cortisone, initially called “Compound E” in the 1940s was hailed as a wonder drug after the successful treatment of a woman with rheumatoid arthritis at the Mayo Clinic. This would ultimately lead to a Nobel Prize for Hench, Kendall, and Reichstein. Kendall, in 1964, proclaimed that it would be “…highly improbable that any product will ever be found which can be used in place of cortisone…” [8]. The steroids and non-steroidal inflammatory agents that were initially used in the treatment of these diseases was followed by the discovery and subsequent development of disease-modifying antirheumatic drugs (DMARDs). The difference is that the former group would be effective in treating symptoms but unlike DMARDs, would not slow progression of the disease. DMARD drugs were initially used to treat rheumatoid arthritis, hence the name, but their use was then extended to include other autoimmune diseases including systemic lupus erythematosus (SLE), myasthenia gravis, immune thrombocytopenic purpura (ITP), Crohn’s disease, and many others. The earlier DMARDs consisted of traditional drugs that were of low molecular weight, but more recently another new class of DMARDs has emerged. These are the biological agents, which are synthesized by genetic engineering and have proven to be extremely effective in the control of these diseases. The earliest biological agent to treat rheumatoid arthritis was rituximab, introduced in 1986. Other biologics used to treat autoimmune diseases such as Crohn’s disease include the tumor necrosis factor alpha inhibitors. The first anti-TNF drug was infliximab, introduced in 1998. Although generally considered safer than chronic corticosteroid use, the potential for serious side effects can occur.

More recently, a new strategy towards the treatment of autoimmune disease has been introduced. This strategy is based on observations that epigenetics may play a role in the development of autoimmunity. The bulk of experience in the use of the epigenetic drugs has so far been in the treatment of cancer (Box 12.1). This experience has led to a great deal of promise for a similar application in the treatment of autoimmunity. Interestingly, the use of corticosteroids in the treatment of these illnesses may be intertwined with the development of epigenetic drugs because of the impact of epigenetic drugs on the glucocorticoid receptor [9,10]. Epigenetic drugs may also play a role in treatment of other inflammatory diseases states such as asthma [11,12] as well as other classes of disease, including neurologic [13] or psychiatric [13,14] disorders. The challenges may be different, since the target genes and cells that have gone awry may be different depending on disease states, but the principles that lead to the development of epigenetic drugs are similar. A historical and current timeline for the development of drugs for autoimmune diseases is shown in Figure 12.1.

### 12.2 PATHOPHYSIOLOGIC BASIS FOR THE DEVELOPMENT OF EPIGENETIC TREATMENTS IN AUTOIMMUNITY

Like many diseases, the pathophysiology of autoimmune diseases may include both genetic and environmental factors. Epigenetics describes changes in gene expression which are stable and heritable, but reversible. One of the key features of epigenetics that makes it an attractive target for development of new drugs is that the changes in gene expression are occasionally
limited to certain cell types [15], although genome-wide epigenetic changes in disease do exist [16]. On the other hand, the knowledge that we need to devise ways to specifically target the gene or cell responsible for the disease is still not available. While global, non-specific epigenetic changes may be easier to induce by epigenetic drugs, and may yet prove to be

FIGURE 12.1
Timeline outlining significant discoveries in autoimmunity drugs.
clinically valuable in treating autoimmune diseases, a greater success would arise from the ability to target the effect of epigenetic drugs directly to the cells in which dysregulation of transcription occurs. The successful targeting of the control of a single gene or cell type may be associated with a lower risk of side effects, since genes irrelevant to the disease will be spared. The fact that epigenetic changes are believed to be reversible indicates that drugs known to affect gene transcription may be used to restore normal transcription and lead to resolution of clinical symptoms.

The two target areas by which epigenetic modification influences gene expression are histone modification and DNA methylation [17]. In autoimmune diseases such as SLE, it is suspected that DNA methylation plays a role in the disease process. Studies of identical twins with SLE have suggested that there is a significant role for non-genetic factors as the highest concordance rate among identical twins fails to reach 60% [18]. The observation of a global hypomethylation of DNA in the T cells of patients with SLE [19] has indicated epigenetic modifications may play a role in disease pathogenesis and progression. In general, DNA methylation occurs at the 5’ position of cytosine in CpG dinucleotides located in the promoter regions and leads to repression of transcription.

The existence of a role of chromatin and histone modification in the regulation of gene expression is a common phenomenon of many cell types and genes. Epigenetic modification is involved in the regulation of various proinflammatory cascades responsible for many disease states, including infection, cancer, and autoimmune diseases. The central event in this regulatory network is the activation of nuclear factor kappa light chain enhancer of activated B cells (NFκB). NFκB is a heterodimeric protein, present in almost all mammalian cell types, that regulates DNA transcription. It is at the core of most inflammatory processes and its activation is closely linked to a number of histone acetyltransferases. Histone modification enzymes include histone acetyltransferases (HAT) or histone deacetylases (HDAC). Histone deacetylases remove acetyl groups from lysine residues forming compact and condensed chromatin which is transcriptionally silenced. Conversely, HAT enzymes acetylate lysine residues and render chromatin less compact and more transcriptionally active. Histone deacetylase inhibitors (HDACi) block the action of HDAC, and lead to increased acetylation of nucleosome core histones (see Figure 12.2). In some cases this leads to transcriptional activation, but many genes are repressed by HDACi as well. It should also be noted that HDAC activity is not limited to histone proteins, and other proteins can be deacetylated at the lysine residue as well.

DNA methylation and histone modification are processes that work in concert with each other to determine transcriptional activity [20]. The hallmark of these processes is reversibility, although early on it was not believed to be so. Besides acetylation, histone proteins can undergo other reactions to render the chromatin open or closed, and these include phosphorylation, methylation, ribosylation, sumoylation, and ubiquitination. The reactions are not mutually exclusive. The primary site of action is at the histone tail, which is near the amino terminus of the protein. In general, opening the chromatin, as occurs through acetylation is associated with increased gene expression.

There are at least 18 known HDACs distributed among four classes of histone deacetylases, I through IV. They act on a variety of cells and signaling pathways to regulate chromatin architecture and immunologic function [21]. The class I, II, and IV HDAC enzyme activity is dependent on Zn$^{2+}$ ion. Class III HDACs are the sirtuins, which also possess ability to influence immune function [22]. The class I HDAC enzymes are the most widely studied. These are generally found in the nucleus and regulate the production of inflammatory cytokines. Class II HDAC enzymes translocate from the nucleus to the cytoplasm in response to external stimuli. Their primary effect is in the regulation of lymphocyte differentiation and activation [23].

HDAC enzymes have been found to be able to regulate innate immunity by virtue of their effects on Toll-like receptor (TLR) signaling. In addition, HDAC can increase the expression of
proinflammatory mediators through suppression of inhibitors of NFκB such as IKK-β (inhibitor of nuclear factor kappa-B kinase subunit beta). It has been shown that HDACs can induce type I interferon production. HDACs play a role in regulatory T cell (Treg) homeostasis through cooperative modulation of forkhead box P3 (Foxp3) transcription factor. HDAC7, HDAC9, Tip60, and Foxp3 coexist in a complex and together regulate function and stability of Treg cells [24]. HDACs appear to suppress Treg cell function while acetylation of Foxp3 seems to augment it. On the other hand, HDACs appear to also suppress cytokine production from activated T cells. In a mouse allergy model, deletion of Hdac1 led to exacerbation of airway inflammation, mucus hypersecretion, increased airway resistance, and parenchymal lung inflammation [25]. Th2 cells stimulated in vitro had higher IL-4 production and eosinophil recruitment was observed as well. Clearly the interaction between histone acetylation and immune function is highly complex, with opposing forces acting to maintain balance in immune homeostasis. Abnormalities in HDAC activity may lead to either proinflammatory cell activation or may lead to immune suppression. HDAC inhibitors may therefore play a role in reversing these epigenetic changes induced by HDACs.

In cancer, where most of the experience in the efficacy of HDAC inhibitors exists, HDAC inhibitors have been shown to induce cell cycle arrest, cell differentiation, and apoptotic cell death of “transformed cells”. If one views synovial hyperplasia in rheumatoid arthritis in the context of “tumor-like” synovial cells that have gone out of control, then many of the applications of HDAC inhibitors in cancer therapy may be extended to autoimmune diseases.

12.3 PATHOLOGY OF AUTOIMMUNE DISEASE AND POTENTIAL TARGETS FOR EPIGENETIC DRUGS

The pathophysiology of autoimmune diseases is complex and the immunological pathways that are impacted vary depending on the specific autoimmune disease. However, there are...
common features that may lend it to strategic targeting of epigenetic pharmacotherapeutics. Autoimmune diseases arise as a result of an imbalance in the immune system that leads to loss of tolerance to self antigens. The presence of autoreactive T cells and autoantibodies plays a role in the disease pathogenesis. Pathologic events that lead to the disease phenotype may include defects in important signaling pathways for apoptosis, inflammatory cell activation, mediator release, immune tolerance, and regulatory cell function. T helper lymphocytes, B lymphocytes, dendritic cells, T regulatory cells, and other cell types play a role in the pathogenesis of various autoimmune diseases. For each of the diseases, specific cell types may play a role, for example synoviocytes in rheumatoid arthritis, lymphocytes in systemic lupus erythematosus, or neurons in multiple sclerosis.

The cytokine profile, which is intricately linked to the selective activation of various cell types, is also important. Cytokines that have been identified to play a role in the development of autoimmune diseases include IL-6, TGF-β, IL-17, IL-12, IL-23, IL-2, TNFα, interferon γ and the chemokines CXCL9, CXCL10, and CXCL11, which are all Th1-attracting chemokines [26]. Recently Th1 and Th17 cells have also been found to play a potential role in autoimmune disease pathogenesis [27,28]. While there may also be many known and as yet unknown pathways, cell lines and humoral factors involved in the pathogenesis of autoimmune diseases, the above illustrates the numerous potential points of attack for epigenetic drugs. All of the factors listed above are regulated in some way at the DNA level, and control of gene expression with epigenetic drugs may allow restoration of normal immune homeostasis and reverse the aberrant function seen in patients with autoimmune diseases. The sheer extent of the involvement of multiple pathways, cells, regulatory factors, mediators, and signaling molecules indicates that there are probably numerous redundant pathways in the disease process. Box 12.2 shows potential targets for epigenetic drugs in autoimmunity.

At a different level, the field of biological modulators also targets the same factors, thus the development of drugs which antagonize the function of such proinflammatory mediators such as TNFα. Epigenetics, by targeting identical pathways, provides a means to regulate the generation of these mediators at the DNA transcription level, rather than blocking already excessive production of the mediator. Epigenetics may also have the potential to regulate the expression of more than one inflammatory mediator at a time, thus helping to account for redundancy of the immune system.

An example of the potential utility of epigenetic drugs in treating autoimmune diseases can be illustrated by first appreciating the role of regulator T cells in the pathogenesis of autoimmune diseases. The development and function of regulatory T cells in the human is under the control of a critical transcription factor known as foxp3. While the precise role of Treg cells in the pathogenesis of autoimmune diseases, such as SLE and rheumatoid arthritis, is still incompletely understood, there is some evidence that the levels of certain phenotypes of Treg cells such as CD4+CD25+Foxp3+ T reg cells correlate inversely with disease activity [29,30], suggesting a suppressive effect of these cells. Histone deacetylases have been shown to control the functions of Treg cells by altering transcription factors of the foxp3 gene. Acetylation leads to improved DNA binding and histone acetyltransferases (HATs) such as Tip60 have the opposite effect; acetylation would lead to increased expression of Foxp3 [31] and resistance to protease degradation, as would the use of HDAC inhibitors. Thus, HDAC inhibitors may potentially augment Treg cell function, and potentially reverse disease progression in autoimmune disorders. Figure 12.3 illustrates how an epigenetic treatment using HDAC inhibitors may regulate proinflammatory cytokines and autoimmune disease activity.

### 12.4 HDAC INHIBITORS

As mentioned above, the clinical data regarding HDAC inhibitors is derived primarily from cancer research. Some previously known drugs have HDAC inhibition activity, including
valproic acid used in the treatment of seizures and trichostatin A used in the treatment of fungal infections. Other compounds with HDAC inhibition activity include butyrates such as phenylbutyrate, benzamides, and cyclic peptides such as depsipeptides and apicidin [32]. Newer HDAC inhibitors such as suberoylanilide hydroxamic acid (SAHA) are available for the treatment of cancers, but no indication has been established for the use of these drugs in treating autoimmune diseases. However, as illustrated above, the role of HDACs in immune function is significant. In fact, multiple studies have documented effects of HDAC inhibitors on immune response. HDAC inhibitors have been shown to play a role in the reduction of expression of costimulatory molecules in antigen presentation by dendritic cells [33]. Other effects of HDAC inhibitors include a reduction in IL12 and IL6 by dendritic cells and macrophages [34]. Expression of Th cell chemokines CXCL9 and CXCL10 is also reduced. HDAC inhibitors have also been found to impair differentiation of Th1 and Th17 cells [35].

Suberoylanilide hydroxamic acid (SAHA) is a HDAC inhibitor that has been used successfully in the treatment of gliomas, cutaneous T-cell lymphoma, Sezary syndrome, and other solid
cancers [36]. A recent study also suggests a role in the treatment of lung fibrosis, indicating that SAHA may play a role in regulation of transcription of genes encoding proinflammatory cytokines [37]. Both SAHA and MS275 have been shown to have antirheumatic properties in a rat model of collagen-induced arthritis [38]. MS275, an HDAC1 selective inhibitor, was found to have the capability to delay onset of disease in rats and mice, and to prevent bone erosion [39].

Trichostatin A is an HDAC inhibitor that has been studied as a potential anticancer drug [40]. Trichostatin A inhibits HDACs 1, 3, 4, 6, and 10. From a global hypomethylation standpoint, patients with SLE display an altered level of gene expression than healthy controls. Differences in DNA methylation are tied to activity of histone acetylation and methylation, DNA methylation, gene positioning, and their interactions. The histone code, representing post-translational modification and positioning of histones, is one of the master regulators of DNA methylation and gene expression [41,42]. It has been demonstrated in a MRL-lpr/lpr mouse model of SLE that trichostatin A can alter site-specific hypoacetylation of histones H3 and H4, and this is associated with an improvement in disease phenotype [43]. The authors interpreted this as a resetting of an aberrant “histone code” that was present in diseased mice. It is important to emphasize that while these observations provide optimism for the potential use of this agent in treating SLE, much is still unknown, including how a global hypomethylation affects suppression of anti-lupus genes and stimulation of pro-lupus genes.

Trichostatin A has also been found to be able to stimulate overexpression of the genes encoding for cyclooxygenase-2 (Cox-2) and CXCL12 in mouse macrophages. On the other hand, it suppresses expression of genes coding for other immunostimulatory molecules such as TNFα, IL-6, IL-12p40, CCL2/MCP1, CCL17, and Endothelin-1 [44,45]. Along with SAHA, it was also found to reduce costimulatory molecule expression in dendritic cells. Bosisio showed that TSA could block the production of Th17-polarizing cytokines [35] and Tao showed that TSA promotes the production and activity of regulatory T cells [23,46]. These two observations

FIGURE 12.3
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suggest that TSA acts on different cell lines to suppress inflammation and may play a role in hyperactive immune states such as autoimmune diseases.

The pathophysiology of rheumatoid arthritis ultimately leads to tissue inflammation and pannus, or synovial hyperplasia. This leads to destruction of cartilage and bone. The pathogenesis is mediated through antigen-dependent T-cell activation, followed by infiltration of T and B lymphocytes into synovium and also release of proinflammatory mediators into synovium by macrophages and fibroblasts. These proinflammatory cytokines lead to proliferation of synovial cells. Historically, the treatment of rheumatoid arthritis has targeted the inflammatory response at various levels. Non-steroidal anti-inflammatory agents, steroids, DMARDs, and immunosuppressives are all non-selective medications which through their individual mechanisms of action, act to suppress this inflammatory response. Because of this, they each have their own set of adverse side effects, and some are serious, including gastrointestinal bleeding, hepato renal toxicity, bone marrow suppression, etc. Will the use of epigenetic agents be any different?

The unrelated HDAC inhibitors trichostatin A (TSA) and phenylbutazone were assessed for their ability to modulate gene expression in rheumatoid arthritis and for their clinical efficacy in an adjuvant arthritis rat model for rheumatoid arthritis. The goal was to investigate the mechanism of action of these agents and to determine if disease progression can be suppressed. Of interest was the role of regulation of cell cycle inhibitors genes p16\(^{\text{INK4}}\) and p21\(^{\text{Cip1}}\) by epigenetic modification. Experiments on gene therapy had already shown that injection of an adenovirus that carries p16\(^{\text{INK4}}\) and p21\(^{\text{Cip1}}\) can inhibit synovial fibroblast proliferation. The technique was deemed impractical because it must be administered into individual joints and rheumatoid arthritis typically affects multiple joints. Because of the role of HDAC inhibitors as chromatin modifiers in cancer, and because of the role of histone acetylation in up-regulating cell cycle inhibitors, down-regulating proinflammatory cytokines such as IL-6, IL-1, TNF-\(\alpha\), and IL8, and because of the parallels between tumorigenesis and synovial hyperplasia as resulting from a failure of gene regulation, it was believed that HDAC inhibition may play a role in the treatment of rheumatoid arthritis.

In the study by Chung et al., HDAC inhibitors were found to be able to up-regulate p16\(^{\text{INK4}}\) and p21\(^{\text{Cip1}}\). Levels of acetylated H3 and H4 were also increased when cultured synovial fibroblasts were incubated with TSA or phenylbutyrate. The effect for p21\(^{\text{Cip1}}\) was reversible, but the increased expression of p16\(^{\text{INK4}}\) in synovial fibroblasts from rats with adjuvant arthritis was sustained even when HDAC inhibitors were removed. Topically applied phenylbutyrate and TSA also induced expression of p21\(^{\text{Cip1}}\) and p16\(^{\text{INK4}}\) in the synovium of rats with adjuvant arthritis, but not in normal synovial cells. In vivo studies showed that joint swelling was improved in rats who were administered TSA or PB topically. Other findings of this study included an ability of 10% PB cream or 1% Trichostatin A ointment to suppress paw swelling and pannus formation, and to promote wound healing. The proinflammatory cytokine TNF-\(\alpha\) was also suppressed in affected tissues in the rats with adjuvant arthritis who were treated with both TSA and phenylbutyrate topically [47]. A summary of anti-inflammatory effects of HDAC inhibitors and other epigenetic drugs in rheumatoid arthritis is shown in Box 12.3.

12.4.1 HDAC Inhibitors in Bone Homeostasis

The role of HDAC inhibitors in the pathogenesis of bone loss that is frequently seen in chronic diseases, including autoimmune diseases, is currently being investigated. Osteoimmunology is a relatively new field, but recent evidence has demonstrated that cell surface receptors may play a complex and common role in bone homeostasis and immunity. The maintenance of healthy bone is a balance between bone formation and bone resorption, which is a dynamic process that leads to replacement of about 10% of our bone matrix every year. The regulatory factors that govern this balance include growth factors such as Receptor Activator for Nuclear Factor \(\kappa\)B Ligand (RANKL) and Colony Stimulating Factor 1 (CSF-1)\(^{48}\). RANKL is necessary for the
formation of osteoclasts and is thus a promoter of bone resorption. The first monoclonal antibody against RANKL, denosumab, is FDA-approved to treat osteoporosis. RANKL is also present on T cells and is believed to be a key factor in dendritic cell maturation. RANKL has been shown to cause substantial bone resorption when administered locally to mouse calvariae, but TSA, when coadministered, was found to inhibit this effect by promoting p21-WAF-dependent apoptosis of osteoclasts [49]. TSA and sodium butyrate were also found to inhibit in vitro differentiation of murine bone marrow cultures into osteoclast-like cells [50]. SAHA also inhibited RANKL-mediated osteoclastogenesis and potentiated apoptosis by suppressing NF-κB activation in a RAW264 mouse macrophage system. In vitro, SAHA was able to suppress class I and II histone deacetylase activity in human osteoblasts [51]. Not all HDAC inhibitors were found to suppress osteoclast activity. Interestingly, MS275, which is a class I HDAC inhibitor, and 2664.12, a class II HDAC inhibitor, failed to show osteoclast activity suppression by themselves, but when combined, were able to show marked levels of inhibition. This effect was similar to that seen in the broad-spectrum HDAC inhibitor 1179.4b, suggesting that both HDAC class I and HDAC class II enzymes need to be suppressed in order for bone resorption to be inhibited.

In addition to the effects of HDAC inhibitors on osteoclast activity, there is also evidence that they may impact osteoblasts as well. The HDAC inhibitors valproic acid, sodium butyrate, and MS275 all promoted osteoblast maturation. TSA was shown to enhance the function of mature osteoblasts and enhance the expression of the osteoblast genes, type I collagen, osteopontin, osteocalcin, and bone sialoprotein in the calvarial-derived primary osteoblast cell line MC3T3-E1 [52]. Runx2 transcription was also increased, and TSA accelerated matrix mineralization and alkaline phosphatase production in MC3T3-E1 cells.

These data suggest that HDAC inhibitors may play a role in treating osteoporosis related to autoimmune and other diseases. In particular, bone loss in rheumatoid arthritis may be an area where HDAC inhibitors may provide the most benefit because of the duplicity of action in also reining in the hyperactive immune response in this disease. Much research still needs to be done to elucidate the efficacy and safety of these agents in the treatment of autoimmune disease and their related morbidities.

### 12.4.2 HDAC Inhibitors in the Treatment of Inflammatory Bowel Disease

The HDAC inhibitor butyrate was found to inhibit NF-κB-mediated inflammation in peripheral blood mononuclear cell (PBMC) cultures from intestinal biopsy specimens of patients with Crohn’s disease. Butyrate inhibited the production of TNF and LPS induced...
mRNA expression of proinflammatory cytokines, and also blocked translocation of NFκB from the cytoplasm to the nucleus. This was believed to be mediated by an inhibition of degradation of the NFκB inhibitory protein IκB, as the decrease in IκB normally seen in LPS-induced NFκB activation was not seen in the presence of HDAC inhibitor. An additional finding was that in vivo administration of butyrate to a trinitrobenzene sulfonic acid (TNBS) experimental colitis model in rats reduced inflammation [53]. The authors were not certain this effect was due to HDAC inhibitor activity because the same effect was not seen with TSA.

**12.4.3 HDAC Inhibitors in the Treatment of Multiple Sclerosis**

The efficacy of HDAC inhibitors in treating multiple sclerosis may be related to several different mechanisms. The existence of the experimental autoimmune encephalomyelitis (EAE) animal model for MS is particularly useful in studying various novel treatments. It has been demonstrated that interferon-γ plays a role in pathogenesis by virtue of its ability to induce antigen-presenting cells to secrete IL-12, which facilitates the differentiation of naïve Th0 cells to Th1 cells [54]. As mentioned above, Th1 cells may play a role in autoimmune diseases, and they are known to secrete IL-2, a potent proinflammatory cytokine. HDAC inhibitors, particularly TSA, inhibit gene expression of IL-2 [55,56]. HDAC inhibitors have also been found to increase expression of IL-10 in Th2 cells in EAE, but the effect was opposite in SLE cells. When NFκB is associated with HAT, gene expression increases, but it decreases when associated with HDACs [57]. NFκB is normally bound to IκB in the cytoplasm, and upon degradation of the inhibitory protein, NFκB is released to translocate to the nucleus. HDAC inhibitors such as butyrate interfere with degradation of IκB, leading to sequestration of NFκB in the cytoplasm and inhibition of NF-κB-mediated inflammatory responses [53,58,59].

**12.4.4 Epigenetic Regulation of the Glucocorticoid Receptor and Related Immune Regulation**

Glucocorticoids have been used since the 1950s in the treatment of many diseases. Glucocorticoids have been shown to have anti-inflammatory effects in the treatment of asthma, autoimmune diseases, neoplastic diseases, adverse effects of transplantation and many others. The mechanism of action is through reversal of histone acetylation of activated inflammatory genes. The effects of glucocorticoids on the glucocorticoid receptor (GR) are complex and dose-dependent. The anti-inflammatory effect of glucocorticoids is mediated through binding of liganded GRs to coactivators and by recruitment of the class I HDAC1 and HDAC2, to the activated transcription complex. The result is activation of GR which translocates to the nucleus, and in the nucleus, the GR can either stimulate or inhibit gene transcription. Studies have shown that at low concentrations, GR reduces gene transcription of NFκB and AP-1 associated inflammatory genes. GR can also bind to specific DNA elements known as glucocorticoid response elements (GREs), which then results in inhibition of proinflammatory genes such as IL-6 [60].

This mechanism has been shown to play a role in oxidative stress-mediated resistance to the anti-inflammatory effects of glucocorticoids, such as in smoking. Because glucocorticoids act on the NFκB pathway to mediate their anti-inflammatory effects through HDAC2 recruitment, the possibility of using HDAC2 to restore glucocorticoid sensitivity in conditions of glucocorticoid resistance may prove to be a way of limiting glucocorticoid side effects.

The question remains as to whether or not these epigenetic drugs can be used safely as anti-inflammatory agents in the treatment of autoimmune and other immunological diseases. Trichostatin A has been found to attenuate airway inflammation in a mouse model for asthma [61], and SAHA antirheumatic effects further suggest that this is possible, but again, the actual likelihood of side effects of these agents is completely unknown at this time.
The world of HDAC inhibitors is a rapidly changing one, with new agents continually being developed. Most clinical trials currently being conducted are focused on the efficacy and safety of these drugs in treating cancer. Some of the HDAC inhibitors undergoing laboratory investigation or clinical trials include romidepsin and panobinostat in the treatment of cytotoxic T-cell lymphomas [62,63], CI-994 in the treatment of cancers, MS-275 in the treatment of myelodysplastic syndromes [64], BML-210 and NVP-LAQ824, both antileukemic agents, M344, a benzamide with potential application for the treatment of spinal muscular atrophy, Mocetinostat in solid tumors and hematologic cancers [65], and PDX101, a hydroxamate type HDAC inhibitor undergoing clinical trials in the treatment of ovarian and other solid tumors [66]. This list is by no means all-inclusive. The development of HDAC inhibitors in the treatment of autoimmune diseases is in its early phases, and lags behind progress made in the oncologic and hematologic diseases.

12.5 DNA METHYLATION AND DNA METHYLTRANSFERASES

The other potential target for epigenetic drugs is at the level of DNA methylation. In the genome of most vertebrates, including humans, most CG di-nucleotide sequences, the primary target of DNA methylation, are methylated. DNA methylation is associated in vertebrates with chromatin structure. In general, hypomethylation is associated with active chromatin [67]. The methylation of genes has been shown to be an important mechanism by which genes are regulated or silenced.

DNA methylating agents have been used successfully in the treatment of cancer. These include 5-aza-cytidine, decitabine, zebularine, procainamide, procaine, EGCG, and DNMT1 ASO [68]. DNA methylation is generally thought to be associated with transcription repression, while hypomethylation usually has a stimulatory role and leads to activation of genes. The consequence of this gene activation in the context of autoimmune diseases is that this may lead to autoreactivity. But not all genes that are overexpressed as a result of DNA hypomethylation are immunostimulatory in nature.

The methylating enzymes that maintain global methylation of DNA include the DNA(Cytosine-5) methyltransferases DNMT1, DNMT2, and DNMT3A and 3B. DNMT1 is the one that is most well studied. It is constitutively expressed and it has been shown that its activity is decreased in the CD4+ cells of patients with SLE. Corresponding low levels of DNMT mRNA are also seen in SLE patients [69]. Inhibition of DNA methylation can lead to overexpression of genes that may be involved in the pathogenesis of lupus, including ITGAL [70], perforin [71] and CD70 [72], perhaps via a mechanism that involves decreased T-cell ERK pathway signaling [73]. It is presumed that while the demethylation seen in SLE patients is a global phenomenon, it is genes that play a role in the pathogenesis of SLE that are of interest when developing methylating drugs as pharmacotherapeutic agents.

Besides DNA methyltransferases, other proteins may play a role in the active methylation of DNA. These include the methyl-CpG-binding proteins MBD2 and MBD4. It has been suggested that these “demethylating” proteins may in fact be the main reason for the DNA hypomethylation in SLE patients, as it has been observed that MBD2 mRNA transcript levels were elevated in SLE patients [74]. MBD4 transcripts were observed to be elevated in SLE patients. Thus, MBD2 and MBD4 may be the primary regulators of DNA hypomethylation in patients with SLE [75,76].

Certain drugs can cause a condition known as drug-induced lupus. The mechanism by which DNA methylation occurs in this group of conditions may vary from drug to drug [77,78]. Procainamide, one of the earlier drugs associated with lupus, is a competitive DNA methyltransferase (DNMT) inhibitor. Another demethylating drug is hydralazine, though via a different mechanism. Hydralazine inhibits ERK pathway signaling and thereby inhibits DNMT activity, leading to the DNA hypomethylation that is also seen in idiopathic lupus [78].
The DNA hypomethylation resulting from both pathways leads to increased transcription of genes coding for inflammatory proteins, including LFA-1 and CD70, which in turn leads to increased T-cell autoreactivity and a breakdown in peripheral tolerance.

In mice, 5-azacytidine can induce lupus. Azacytidine is a cytosine analog that is incorporated into DNA during synthesis, and treatment of mice with this drug leads to a genome-wide hypomethylation. Karouzakis has shown that 5-azacytidine increases expression of CXCL12 and decreased methylation of CpG nucleotides in the promoter region of CXCL12 in rheumatoid arthritis synovial fibroblasts. CXCL12, or stromal-derived factor-1 (SDF-1) plays a role in the trafficking of progenitor cells and is activated in response to tissue damage. It is a mediator of chronic inflammation by attraction of lymphocytes and monocytes into joints in patients with rheumatoid arthritis [79,80]. It also appears to increase expression of matrix metalloproteinases, which induce collagenase activity and may be significant mediators of joint destruction in rheumatoid arthritis [81].

miRNAs, which will be discussed later in the article, may be intricately linked with DNA methylation patterns as well. miRNAs have been linked to regulation of DNA in the cells of patients with lupus. Two microRNAs which show an ability to down-regulate protein levels of DNMT1. This leads to relatively hypomethylated CD4\(^+\) T cells. Since these two miRNAs, miRNA-21 and miRNA-148 are both found in abundance in the CD4\(^+\) T cells of animals and humans with lupus, the hypomethylated state may explain the increase in autoimmune-related cellular markers such as CD70 and LFA-1. In this study, inhibition of miRNA-148 and miRNA-21 resulted in reversal of the hypomethylation in CD4\(^+\) T cells [82,83].

This observation that drugs can lead to the global hypomethylation seen in drug-induced lupus has driven research into developing drugs that can do the opposite, i.e. deactivate transcription of those genes that lead to autoreactivity. But the epigenetic dysregulation of DNA methylation in the T cells of patients with SLE is indeed a complex process. Many genes can be affected, some with more clinical significance than others.

### 12.6 MicroRNA

MicroRNA is another avenue of research with a potential impact on epigenetic therapeutics. While microRNAs are not recognized universally as an epigenetic phenomenon, it has been shown that miRNAs can regulate DNA methylation. Autoimmune diseases involve a dysregulation of the immune system leading to the production of antibodies to self-antigens. These antibodies, along with other changes in cellular immunity generate an aberrant inflammatory response. The result of this response is the destruction or abnormal function of tissues and organs to which these antibodies are directed. MicroRNAs are non-coding RNAs about 21–23 nucleotides long that function as master regulators or post-transcriptional regulators of gene expression. These extremely important molecules were discovered in the early 1990s and play a role in the regulation of approximately half of all protein-coding genes in mammals [84]. miRNAs exert their action by binding to partially complementary nucleotides in the 3’-untranslated region of messenger RNA, and exert their action by inhibition of translation or degradation of RNA [82]. In order to facilitate this binding, “mature” miRNAs are loaded onto miRNA-induced silencing complexes (miRISCs), which will then find a target mRNA complementary to the “seed sequence” on the mature RNA. This sequence generally recognizes complementary RNA at the 3’UTR region of the messenger RNA.

miRNAs may be degraded after exerting their effects on gene expression, but it has been recently reported that miRNAs may be stably expressed [85]. Because they are involved in the reversible modification of gene expression, they may be considered an epigenetic phenomenon. Since their discovery and the recognition of their importance in gene expression, the targets of miRNA have been hotly sought after. The number of miRNAs identified has grown to over 800, and one mRNA may have multiple gene targets. They are now known to play a role in
the regulation of every facet of cellular activity, affecting all cell types and tissues. Their role in autoimmune diseases has been supported by the finding that there is aberrant expression of miRNAs in many autoimmune diseases. The normal up-regulation or down-regulation of the expression of several specific miRNAs appears to be critical for the maintenance of immune homeostasis. Defects in balancing elements of our immune system can either lead to a hyperactive or hypoactive immune system, the former leading to allergies or autoimmunity, and the latter leading to defects in immune surveillance and in protection against infection.

A defect in a particular miRNA may be responsible for a target gene coding for proteins that are involved in the pathogenesis of multiple autoimmune diseases, thus this may be a potential reason for the “overlap” syndrome, whereby individuals with one autoimmune disease are susceptible to others as well. Indeed, certain miRNAs have been identified to be directed against targets that code for mediators and signaling molecules responsible for the pathogenesis of autoimmune diseases. The computer age has ushered in new methodologies and technologies to identify miRNA targets. The development of algorithms that are based on evolutionary conservation and seed sequences, leads to the “narrowing down” of predicted targets for a particular miRNA [86]. But this still leaves hundreds or thousands of possibilities. The identification of biologically relevant proteins can further be facilitated by additional computational approaches that utilize known information on gene ontology and study of potential target genes [87]. This can be followed by laboratory studies that utilize microarray analysis techniques in conjunction with miRNA knockdown or overexpression to identify function. An example would be a study by Zhao et al., who investigated the relationship between miRNA-126, DNA methylation, and immune activity [88]. They were able to show that in CD4\(^+\) T cells from patients with systemic lupus erythematosus, miRNA-126 is highly overexpressed, and this correlated inversely with DNMT1 protein levels. Lower DNMT protein levels leads to DNA hypomethylation and increased gene transcription of immune-related genes LFA-1 and CD20. The authors showed that in vitro knockdown of miRNA-126 in CD4\(^+\) cells from lupus patients resulted in decreased autoimmune activity, and decreased IgG production from B cells.

Other methods of identifying miRNA targets include proteomic analysis. The technique involves stable isotope labeling with amino acids in cell culture (SILAC) and analysis of the nuclear proteome after overexpression of a particular miRNA. Matching of changes in miRNA expression with protein levels can provide clues to the target genes of miRNAs. Other computational and laboratory techniques exist to correlate miRNA with gene targets. These include gene network analysis, identification of miRISC-associated miRNA targets, identification of miRISC-bound MREs and software algorithms utilizing gene ontology and interactome analysis. Further discussion of these techniques is beyond the scope of this chapter.

An understanding of the factors that play a role in disease pathogenesis is important to the development of treatment strategies. Since it is now likely that miRNAs may play a role in disease pathogenesis of autoimmune diseases, one might consider treatments that can either reverse the disease process or replenish missing regulatory factors. The administration of disease-relevant miRNAs to treat patients with autoimmune disease has been investigated in animal models. In mice with autoantibody-mediated arthritis, up-regulation of Bcl-2 interferes with normal apoptosis. It was shown that administration of intrarticular miRNA-15a into the synovium leads to induction of apoptosis. In this study, miRNA was found to be able to reverse Bcl-2 induced suppression of normal apoptosis [89]. The clinical utility of this methodology is still under investigation.

A number of miRNAs play an important role in autoimmune diseases. MiRNA-181 plays a role in the development of immune tolerance by setting the threshold for TCR signaling during T cell maturation in the thymus [90]. Positive and negative selection in the thymus dictates the subsequent T-cell reactivity towards that antigen. If the threshold is set low, as seen with high miRNA-181 expression, then the T-cell response will be enhanced. Conversely low miRNA-181
miRNA-181 also has effects on B cells, its expression leading to an increased fraction of B lineage cells in vitro in tissue culture differentiation systems and in vivo in a mouse model [91]. Other miRNAs involved in immune function include miRNA-101, miRNA-146a, and miRNA-155. miRNA-146a is a master regulator of cytokine production, including TNF-α, which is elevated in SLE. miRNA-155 is an important factor in autoimmunity, and plays a role in promoting the development of T helper cells Th1 and Th17. MiRNA-155 increases the presence of CD4+CD25+Foxp3+ T reg cells in a mouse model (MRL/lpr) of systemic lupus erythematosus. These Treg cells have reduced suppressive ability, and one of the targets of miRNA-155 is CD62L. The effects of miRNA-155 in RA patients are discussed below.

12.6.1 miRNAs in Systemic Lupus Erythematosus (SLE)

A study identifying abnormal expression in CD4+ T cells in SLE revealed 11 miRNA candidates, some of which were up-regulated and some of which were down-regulated. MiRNA-126 in particular was overexpressed. The overexpression correlated with decreased DNMT1 levels. This was demonstrated to be a direct effect. miRNA-126 was found to inhibit DNMT1 translation. In CD4+ T cells from patients with SLE, up-regulation of miRNA-126 was associated with a reduced activity of DNMT1. Reduced activity of DNMT1 leads to reduced methylation of the immune-related genes TNFSF7 and ITGAL, which code for CD70 and CD11a respectively. This leads to increased expression of CD70 and CD11a and subsequently to increased B- and T-cell autoreactivity [70]. CD70 is the ligand for CD27, which induces B-cell costimulatory function and results in an increase in IgG. CD11a is also known as lymphocyte function-associated antigen and plays a role in adhesion of T cells to other immune cells [92].

More interestingly, inhibition of the overexpression of miRNA-126 in SLE patients led to restoration of DNMT1 levels and increased methylation of the ITGAL and TNFSF7 promoter. The consequence of this is a reduction in the generation of CD11a and CD70 promoter activity, decreasing T- and B-cell autoreactivity and a potential therapy for SLE [93]. While the early results in these in vitro studies are promising, and demonstrate that DNMT1 is a direct target of miRNA-126, it is still a long way from using miRNA-126 or an inhibitor of miRNA-126 for clinical applications. The effects on DNA hypomethylation are not limited to microRNA-126. Other miRNA can also directly induce hypomethylation, including miRNA-21 and miRNA-148a [94].

Another miRNA that is involved in SLE is miRNA-146a, which is down-regulated in SLE and which targets TNF receptor-associated factor 6 (TRAF6) and IL-1 receptor associated kinase 1 (IRAK1), both of which are involved in the activation of NF-κB. Type-1 interferons (IFN) have been shown to play a role in the pathogenesis of SLE [95]. An IFN score is formulated by the activity of IFN signature genes, MX1, OAS1, and LY6E [96]. Tang et al. showed a correlation between low miR-146a and high interferon expression, which are both seen in patients with high SLE disease activity, especially with involvement of renal disease [96]. miRNA-146a is also involved in many other immune regulatory effects, playing a role in Treg suppressor functions. miRNA146a is also a suppressor of apoptosis in T cells, and regulates levels of proinflammatory cytokines such as IL-2 [97].

miRNA-125a has also been found to be relevant in the pathogenesis of SLE. Levels of miRNA-125 are reduced in the mononuclear cells in the blood of patients with SLE, resulting in elevated expression of KLF13 and subsequent overexpression of CCL5. This chemokine is associated with inflammatory activity in SLE, including nephritis and arthritis [98].

12.6.2 miRNAs in Rheumatoid Arthritis (RA)

One of the miRNAs with the greatest potential for evolving into a therapeutic for the treatment of rheumatoid arthritis is miRNA-155 [99]. The immune effects attributed to miRNA-155 include a lack of developing collagen-induced arthritis when miRNA-155 is knocked out in mice. MiRNA-155 knockout mice in a K/BxN serum transfer arthritis model exhibited a reduction in
protein expression of IL-6, IL-17, and IL-22, along with a reduction in pathogenic T and B cells [100]. Decreased numbers of osteoclasts result in less bone destruction. This observation suggests that inhibition of miRNA-155 may play a potential role in the treatment of RA.

miRNAs that have been shown to be up-regulated in RA include miRNA-223 and miRNA-346. Up-regulation of miRNA-146a is also observed in RA, but the targets of this miRNA, TRAF6 and IRAK1, are not overexpressed in patients compared with controls. On the other hand, TNF-α regulation appears to be impaired in these patients [101]. It has been noted also that up-regulation of miRNA146a/b is associated with an overexpression of IL-17 [102]. Other miRNAs that may play a role in RA include miRNA-124a and miRNA-203.

12.6.3 miRNAs in Multiple Sclerosis, Scleroderma, Sjögren’s Syndrome, Polymyositis, Dermatomyositis, and Primary Biliary Cirrhosis

The pathogenesis of scleroderma involves the replacement of normal tissue with collagen-rich extracellular matrix by aberrant functioning of fibroblasts. Important cytokines that lead to increased proliferation and activation of fibroblasts include IL-4, platelet-derived growth factor (PDGF)-β, and transforming growth factor (TGF)-β[103]. The activity of these cytokines correlates inversely with levels of miR-29a. miRNAs found to be important in polymyositis or dermatomyositis include miRNA-146b, miRNA-155, miRNA-214, miRNA-221, and miRNA 222 [104].

Relevant miRNAs in Sjögren’s syndrome include the miRNA-17-92 cluster. MiRNAs are already being used as biomarkers in Sjögren’s syndrome [105]. miRNA-146a is also important in Sjögren’s syndrome in that levels are increased in Sjögren’s syndrome compared with health controls. The effects of miRNA-146a have already been discussed, but functional assays revealed that miRNA-146a significantly up-regulated phagocytic activity in human monocytic THP-1 cells and negatively regulated production of TNF-α, IL-1β, MIP-1α, IP-10, and IL-6 [106].

While some might consider that miRNAs are not strictly epigenetic agents, they merit discussion here as epigenetic approaches to treatment of autoimmune diseases because of the significant role they play in autoimmunity, and because of recent evidence showing that variations in miRNA expression are directly related to DNMT expression and alterations in DNA methylation. The mechanism for this association is still not entirely clear.

In multiple sclerosis, miRNA-326 is up-regulated in patients with relapsing–remitting disease, and studies using the experimental autoimmune encephalomyelitis (EAE) mouse model showed that up-regulation of miRNA-326 is linked to increased Th-17 cell number, and clinically to increased severity of EAE symptoms [107]. Other miRNAs that are up-regulated in active multiple sclerosis lesions include miRNA-34a and miRNA-155, which is also up-regulated in a number of other autoimmune diseases. A recent report suggests that these miRNAs function by inducing CD47 to reduce inhibitory control signaling of macrophages [108].

In end-stage PBC, 35 different miRNAs were expressed in the liver. Down-regulation of miRNA-122a and miRNA-26a was detected, as was up-regulation of miRNA-328 and miRNA-299-5p. These miRNAs act upon targets that control cell proliferation, inflammation, and apoptosis [109]. Table 12.1 illustrates the effect of miRNAs in various autoimmune disease states.

12.7 ANTAGOMIRS

Antagomirs are synthetic antagonists of miRNAs which were first developed in 2005 as silencing agents of miRNAs. One of the earlier studies of the use of antagomirs to silence miRNA involved miRNA-122 in mice [110]. Antagomir-122 was an effective miRNA silencing
agent that was able to reduce miRNA levels which are normally abundant in the livers of mice. While many functions of miRNAs themselves are still not known, miRNA-122 is thought to be involved in cholesterol biosynthesis, and indeed, antagomir-122-treated mice demonstrated lower plasma cholesterol levels.

A study comparing the efficacy of an antagomir to miRNA-145 and glucocorticoid therapy in the treatment of mice with allergy to dust mite showed that the antagomir-treated group
### Table 12.2: A comparison of Various forms of Current and Future Therapy in RA

<table>
<thead>
<tr>
<th>Therapy</th>
<th>Conventional (Non-Steroidal)</th>
<th>Conventional (Steroids)</th>
<th>DMARDS (Non-Biologics)</th>
<th>Biologics</th>
<th>Gene Therapy</th>
<th>Epigenetic Therapy</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mechanism</strong></td>
<td>Variable</td>
<td>Variable</td>
<td>Variable</td>
<td>Blocking of action of mediators</td>
<td>Induction of immunological tolerance</td>
<td>Regulation of gene expression, regulation of adaptive and innate immunity</td>
</tr>
<tr>
<td><strong>Goals and expectations</strong></td>
<td>Treating symptoms</td>
<td>Treating symptoms</td>
<td>Treating symptoms and slowing/ceasing progression of disease</td>
<td>Treating symptoms and slowing/ceasing progression of disease</td>
<td>Disease modification</td>
<td>Disease modification</td>
</tr>
<tr>
<td><strong>Currently Available</strong></td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Approved indication for autoimmune diseases</strong></td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td><strong>Side effects (known or potential)</strong></td>
<td>Gastrointestinal bleeding, asthma</td>
<td>Immunosuppression, Cushing's syndrome, hypertension, diabetes, osteonecrosis, osteoporosis</td>
<td>Bone marrow suppression, hypersensitivity reactions, immunosuppression</td>
<td>Anaphylaxis, infection, hypersensitivity reactions, immunosuppression</td>
<td>Cancer, infection, immunosuppression</td>
<td>Cancer, infection, immunosuppression</td>
</tr>
<tr>
<td><strong>Benefit/risk ratio</strong></td>
<td>+/-</td>
<td>+/-</td>
<td>+</td>
<td>+++</td>
<td>Unknown</td>
<td>Unknown</td>
</tr>
</tbody>
</table>
had similar reductions in airway hyper-responsiveness, mucous secretion, eosinophilic inflammation, and Th2 cytokine levels [111,112]. miRNA-126 is another miRNA which has immunologically related regulatory function, and an antagomir to miRNA-126 has been shown to reduce Th2 cell function when administered to mice with house dust mite allergy [105].

The impact of antagomirs on immunologic diseases such as allergic rhinitis portends the rapid development of new innovative treatment for allergic and autoimmune diseases. Given the widespread and constantly increasing association between various miRNAs and autoimmune disease, it is only a matter of time before antagomirs will be used in clinical trials to treat diseases such as SLE, rheumatoid arthritis, scleroderma, etc.

12.8 TECHNIQUES TO MEASURE EPIGENETIC ALTERATIONS — APPLICATION OF EPIGENETICS AS BIOMARKERS

Since the observation of increased DNA hypomethylation seen in SLE patients, the possibility of using epigenetic modifications or activity as biomarkers has been proposed. Measurement of epigenetic alteration techniques has been developed. Differential methylation hybridization takes advantage of microarray technology and oligonucleotide probes to measure changes in gene expression levels using picogram levels of DNA attached to a solid surface [113]. This technique has been utilized as a potential screening technique to identify biomarkers in lung cancer [113]. Chromatin immunoprecipitation assays coupled to hybridization of genomic microarrays (ChiP-on-chip) is a method to investigate the interaction between DNA and protein. Because Chip-on-chip deals with chromatin, one might use this techniques to preferentially identify genes with a regulatory component, including replication factors, promoter regions, repressors and silencing elements, enhancers, and other functional elements [114]. Another method of quantifying global DNA methylation is fluorescence correlation spectroscopy, which takes advantage of the high affinity of MBD for methylated DNA [115].

miRNAs can also be used for disease monitoring and prognostication. This has been demonstrated in cancer, for example, where miRNA29 targets DNMT3A and DNMT3B, and is down-regulated in lung cancer tissue [116]. But expression levels of other miRNAs such as miRNA-155 and miRNA 101, which are implicated in the pathogenesis of SLE, may potentially be developed as a diagnostic marker or used to monitor disease activity. Other miRNAs that may someday be utilized as diagnostic markers include miRNA-181a, miRNA-146, miRNA-223, and the miRNA17-92 gene cluster [117].

12.9 POTENTIAL SIDE EFFECTS OF TREATMENT WITH EPIGENETIC DRUGS IN AUTOIMMUNE DISEASES

Our knowledge of the effects of reversing epigenetic changes that have been shown to be present in autoimmune disease is incomplete. Changing the histone code, or changing levels of global demethylation, may provide relief from the disease by altering protein synthesis of inflammatory mediators that are responsible for the disease characteristics, but may affect other cell lines and genes that can be crucial to normal function elsewhere in the organism. The fact that about 50% of promoter regions are located in CpG islands [118] may provide an innovative means for the design of drug or delivery systems to provide improved specificity, but whether this will yield the desired outcomes is unknown.

The use of miRNA provides slightly more specificity as to what is targeted, but even then, a single miRNA may target multiple genes and vice versa. This lack of targeting directly to the gene of interest on the cell type of interest suggests that there will be as yet unidentified side effects. These side effects could potentially be short term or long term, leading to significant drug-induced morbidity. The field of epigenetic therapy in treating autoimmune diseases is still
in its infancy, and a search of "epigenetic therapy" and "side effects" on Pubmed revealed no articles discussing side effects.

A further consideration is that epigenetic changes are, by nature, hereditary. When one considers the use of epigenetic modification in the treatment of autoimmune diseases, one should also consider what effects such changes may have on offspring. It is not known if DNA methylation levels, or methylation indices change during an individual’s lifetime, or even if they are different embryonically. Will the use of these drugs lead to teratogenicity? Genes are turned on and off constantly during development in response to host and environmental stimuli. Will epigenetic drugs disrupt the normal regulation during development? These are all important considerations in the development of this potentially very effective treatment of autoimmunity and other diseases. Specificity is another important issue. There is always the possibility that use of HDAC inhibitors, DNA methylating enzymes and microRNA to treat autoimmune disease can also lead to effects of gene expression of constituent and necessary genes. In administering any treatment to a patient, the risk–benefit ratio must be considered carefully and conveyed to the patient. In the case of epigenetics, knowledge or risk is limited. Box 12.4 shows potential side effects of epigenetic drugs.

### BOX 12.4 POTENTIAL SIDE EFFECTS OF EPIGENETIC DRUGS

1. Unexpected activation or repression of bystander genes
2. Bacterial infection
3. Reactivation of viral infections
4. Embryonic side effects – teratogenicity
5. Cytokine storm
6. Hypersensitivity to the drug
7. Cancer – reactivation of cancer genes, inhibition of tumor suppressive genes
8. Autoimmune diseases
9. Interaction with other concurrent medications or treatments

12.10 BALANCING CONVENTIONAL THERAPY AND EPIGENETIC THERAPY

As we move well into the 21st century, new approaches and new drugs are being developed for the treatment of autoimmune diseases. Older drugs may become obsolete, or may still be valuable tools for treatment. Avenues for combined use of conventional and innovative therapies will undoubtedly be a topic of debate as new drugs appear. A comparison of the various therapies for autoimmune diseases is outlined in Table 12.2.

The effects of HDAC on the glucocorticoid receptor has been discussed earlier, and this must be taken into consideration when combining HDAC inhibitors and glucocorticoids to treat autoimmune diseases. Other examples of possible conflicts of drugs exist. Methotrexate, for example is a dihydrofolate reductase inhibitor and limits the action of DNA methyltransferases [119]. Another example of how two therapeutic modalities may affect each other involves IL-6 and HDAC inhibitors. IL-6 is a cytokine that is involved in DNA methylation [120]. Tocilizumab is a monoclonal antibody against IL-6, and therefore it may have epigenetic properties itself, but whether or not it can be combined with HDAC inhibitors as a treatment for autoimmune diseases has not been studied.

Combination of DNA methyltransferases with HDAC inhibitors has been attempted in cancer but not autoimmune diseases. 5-aza-CdR has been used in conjunction with valproic acid and retinoic acid, two HDAC inhibitors, and reversed silencing of regulatory genes in breast cancer cells [121]. This approach has also been successful in the treatment of myeloplastic syndromes [122]. Another strategy may be to use HDAC inhibitors or DNA methylation agents to restore
expression of certain receptors in order to enhance the response to drugs that target those receptors. In breast cancer studies, 5-aza-CdR and TSA have been used in combination to increase expression of estrogen receptors to render the conventional drug, tamoxifen, more effective [123].

12.11 WHERE DO WE GO FROM HERE?
The future holds great promise for the utilization of epigenetic drugs in the treatment of autoimmune diseases. There is also potential for great danger. In an article in 2008, Ballas wrote that the last two decades of the 20th century would be known for the development of biologics and was a venture into a “brave new world” [124]. Perhaps epigenetic drug development will similarly be the highlight of the early- to mid-21st century and should be labeled a “braver new world”, for the simple reason that with epigenetic drugs, side effects may extend to future generations. Some considerations in the development of epigenetic drugs must include the following:

1. How to target specific genes?
2. Will the alteration of global DNA hypomethylation in autoimmune diseases shut off necessary genes?
3. How reversible may side effects of the next generation of epigenetic drugs be?
4. What is the cost of development of epigenetic drugs?
5. Are miRNAs the answer?
6. What is the specificity of miRNAs used as therapeutic drugs?
7. What are the potential adverse effects of epigenetic treatment of autoimmune diseases?
8. Are there other ways than pharmaceutical development to utilize epigenetics in the treatment of autoimmune diseases?
9. What is the most effective and safest delivery method for administration of these agents to the patient?
10. Will epigenetic modification have an effect in pregnancy or future offspring?

Our current goals should be focused on answering the above questions. Drummond has studied the delivery of HDAC inhibitors by packaging in liposomes [125]. The use of siRNAs or miRNAs in the treatment of diseases is being investigated by several commercial entities. One of the immediate goals is to identify all of the target genes for the known miRNAs. In cases where a specific miRNA overexpression is pathologic, the development of antagomirs [110], synthetic oligonucleotides that target specific miRNAs, may be helpful as a method of enhancing the specificity of epigenetic drugs in the treatment of autoimmunity.

12.12 DISCUSSION
As of today, there is no Food and Drug Administration (FDA)-approved epigenetic drug for the treatment of autoimmune diseases. Several drugs are approved for treatment of cancer and myeloplastic syndromes (MDS), and are therefore available commercially. The target genes involved in the epigenetic treatment of cancer are typically tumor-suppressive genes. In autoimmunity, the target genes, proteins, and cell types are involved in normal immune homeostasis as well, rendering the treatment with epigenetics much more complex. Well-known epigenetic targets include DNA methylation and histone/chromatin structure. Our knowledge of epigenetics is in its infancy. We are just beginning to characterize the mechanisms of action of potential epigenetic drugs. Even less information is available about unexpected or unwanted side effects associated with the use of these drugs. It is important to consider these important issues when developing new targets for the treatment of autoimmunity.

MicroRNAs can impact epigenetics by virtue of their effects on DNA methylation in autoimmune diseases. MicroRNAs can be up-regulated or down-regulated in autoimmune diseases.
The use of microRNAs or inhibitors of miRNA to impact DNA methylation is a method of targeting post-transcriptional gene transcription changes in CD4+ T cells in SLE patients, and thus may be a new method of influencing epigenetics to treat autoimmune diseases. MicroRNAs are directed against specific genes and thus may be associated with a higher specificity of action than global demethylating agents or HDAC inhibitors. Some of the relevant microRNAs in various autoimmune diseases such as SLE or RA have been identified and include miRNAs that target proinflammatory genes, genes that regulate T-cell function including Treg function, and genes that regulate apoptosis or the cell cycle.

Besides pharmaceutical development, epigenetics may have other uses as potential biomarkers in monitoring the effectiveness of therapy. In SLE, disease activity is associated with levels of methylation and of expression of genes such as TNFSF7 and ITGAL. While our treatment may as yet not involve the use of epigenetic manipulation, levels of gene expression can be potentially used to monitor the success of other forms of therapy. For example, miRNAs can be used to assist in the diagnosis and determine prognosis and therapeutic outcome as well. This can be accomplished with the help of computer analysis of the activity of multiple miRNAs along with levels of hypomethylation and histone deacetylase activity.

In summary, epigenetics is an area of research with tremendous potential. As our knowledge increases, we will learn how to control expression of the critical factors that lead to autoimmune disease, and how to do it in a selective manner than does not endanger the patient. Treatments of the past may be abandoned in favor of these more effective and potentially safer therapeutic methods. Morbidity and mortality will decrease, and patients with these disorders will be able to enjoy a higher quality of life.
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13.1 INTRODUCTION

Epigenetics literally means “above genetics” and refers to the biological mechanisms other than alterations in DNA sequence that influence gene expression and that are stable through cell division [1,2]. The word epigenetics was originally coined by Waddington in 1942 as a portmanteau of “epigenesis” and “genetics” to describe the process by which the genotypes give rise to phenotypes during development [3]. Nowadays, Waddington’s definition would be considered to apply to the field of developmental biology in general whereas the meaning of the word epigenetics has narrowed to specifically refer to non-genetic factors that influence gene expression.

There are three widely accepted and closely interacting epigenetic mechanisms: (1) DNA methylation; (2) histone modifications; (3) DNA binding of Polycomb/Trithorax proteins (Table 13.1). Many other specific factors as well as general alterations in chromatin structure also correlate with different states of gene activity but are not considered primary epigenetic modifications as they are not stable through cell division independent of their initial trigger. This caveat eliminates, for example, the DNA binding of transcription factors from consideration as truly epigenetic. However, it also leads some to question the use of the term for systems widely referred to as epigenetic such as histone modification, whose independent heritability through cell division is uncertain.

13.2 CHROMATIN STRUCTURE REFLECTS EPIGENETIC MODIFICATIONS

Chromatin is the complex of DNA, histones, and other DNA-binding proteins and RNA that together make up chromosomes. Differences in chromatin structure are seen between genes in active and inactive states and reflect underlying epigenetic modifications. At its most extreme, chromatin can be considered to be either in an open, active conformation (euchromatin) or

<table>
<thead>
<tr>
<th>Feature</th>
<th>Active</th>
<th>Inactive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chromatin structure</td>
<td>Open, extended</td>
<td>Closed, condensed</td>
</tr>
<tr>
<td>DNA methylation at promoter</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Histone methylation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>– H3K4 mono-/trimethylation</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>– H3K4 dimethylation</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>– H3K9 monomethylation</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>– H3K9 trimethylation</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>– H3K27 monomethylation</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>– H3K27 trimethylation</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Histone acetylation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>– H3K9 acetylation</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>– H3K14 acetylation</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Polycomb complex binding</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

H3K4, Histone 3 lysine 4; H3K9, Histone 3 lysine 9; H3K14, Histone 3 lysine 14; H3K27, Histone 3 lysine 27.
a closed, inactive conformation (heterochromatin). Other alterations observed include changes in large-scale chromatin conformation and physical interactions between normally distant regions of chromatin.

### 13.2.1 DNA Methylation

DNA methylation was the first epigenetic modification to be identified and is perhaps the best studied. In mammals, it is well established to have a mitotically stable silencing effect on genes when present at CpG dense promoter sequences [4]. In mammals, DNA methylation occurs at cytosine residues to form 5-methylcytosine and almost exclusively affects CpG dinucleotides [4]. DNA methylation affects the large majority of CpG dinucleotides in the genome and is found broadly across inter- and intragenic sequences including the gene bodies of active genes. Unmethylated domains account for only 1–2% of the genome, the majority of which are CpG islands, short CG-rich stretches of sequence found preferentially at gene promoter regions. Genetic knock-out experiments have demonstrated that DNA methylation is essential for embryonic development, genomic imprinting and X-inactivation and may be involved in the silencing of transposons [5–10].

### 13.3 DNA METHYLATION AND TRANSCRIPTIONAL SILENCING

DNA methylation can directly reduce binding of transcription factors, but its principal means of transcriptional repression is thought to be via the recruitment of methyl-CpG binding domain (MBD) proteins which effect alterations in chromatin conformation, for example MBD1 and MECP2, which both result in histone modification [11].

The silencing effect of DNA methylation is well established when it is present in CpG dense promoter regions. However, the large majority of silent genes do not have a methylated CpG island at their promoter, indicating that other means of epigenetic control must exist. The effect of methylation at promoters with low CpG density is not established. Furthermore, in most tissue types, DNA methylation is normally stably present through cell division and relatively uniform between most cell types. The contribution of dynamic/tissue-specific changes in methylation in the control of gene expression remains unclear [12,13].

### 13.4 MAINTENANCE AND ESTABLISHMENT OF DNA METHYLATION DURING DEVELOPMENT

DNA methylation is maintained through cell division by the DNA methyltransferase, DNMT1. The symmetry of the CpG sequence means that both strands of DNA have a CpG dinucleotide. The two strands typically share the same methylation status and this is crucial to the maintenance of stable DNA methylation through mitotic division. Following DNA replication, the two daughter double-stranded DNA molecules are hemimethylated (i.e. methylated on one strand only). Methylation of the new strand of each daughter molecule is then performed by DNMT1 [14].

In contrast to its relative stability in differentiated cells, dramatic changes in DNA methylation occur during mammalian development. This epigenetic reprogramming occurs in two stages; (1) reprogramming of germ cells; and (2) reprogramming of early embryonic cells (Figure 13.1). Each stage involves a round of demethylation and a round of de novo methylation. De novo methylation is carried out by a variety of DNA methyltransferases including DNMT1, DNMT3A, and DNMT3B, some of which have germ cell and sex-specific isoforms [15].

Primordial germ cells undergo genome-wide demethylation early in development, like other post-zygotic cell types and are largely demethylated until gonadal differentiation. After gonadal differentiation, de novo methylation occurs and leads to substantial methylation in both sperm and eggs, principally targeting transposons and repeat sequences but also
imprinted loci [15,16]. The overall level of methylation is somewhat higher in sperm than eggs and sex-specific differences occur at imprinted loci. The timing of de novo methylation also differs between the sexes. It occurs before meiosis in male germ cells and during meiotic prophase arrest I in female germ cells.

After fertilization a further round of genome-wide demethylation then occurs. Shortly before gastrulation, de novo methylation occurs. Following this, somatic embryonic cells show the high level of methylation at sequences other than CpG islands that are seen in maturity. Trophoblast cells undergo de novo methylation but remain relatively less methylated. Primordial germ cells remain largely unmethylated until after gastrulation [16].

13.4.1 Histone Modifications

Histones are the chief protein component of chromatin and are assembled as octameric particles made up of two copies of each of the four classes of core histone molecule, H2A, H2B, H3, and H4. One hundred and forty-six base-pairs of DNA are wound around each histone octamer forming the basic building block of chromatin — the nucleosome. Many post-translational modifications involve histones, often in combination with one another, and exert epigenetic control on gene expression. Foremost amongst these are the methylation and acetylation of lysine residues in the N-terminal tails of histones H3 and H4 (Table 13.1).
Modifications most commonly associated with active gene expression include mono-
methylation at H3K9 and H3K27 (i.e. H3 lysine 9 and H3 lysine 27), trimethylation of H3K4,
and acetylation at H3K9 and H3K14. Repressive modifications include dimethylation of H3K4
and trimethylation of H3K9, H3K27. Control of these modifications is exerted by a wide
variety of histone methyltransferase, histone demethylase, histone acetylase, and histone
decaylase enzymes [17,18].

Several models have been proposed to explain the heritability of histone modifications
through cell division, but none is proven (reviewed in [19]). Indeed it is unclear whether
histone modifications themselves are transmitted to daughter chromatin strands following
DNA replication or if this is transmitted via a separate system, for example DNA methylation
or the binding of non-histone proteins. While this uncertainty remains, some authors argue
that histone modifications should not be regarded as true epigenetic modifications.

13.4.2 Non-Histone DNA-Binding Proteins

A variety of non-histone proteins also bind to DNA to affect chromatin structure and exert
epigenetic control on gene expression. The best established of these are the Polycomb and
Trithorax group proteins which promote transcriptional repression and activation respectively,
and both of which act stably through cell division. The two systems interact closely with one
another and with other epigenetic systems and have been implicated in the regulation of genes
in early development and stem cell renewal. They are also involved in X-inactivation and
genomic imprinting [20,21].

The Polycomb system consists of two protein complexes. The Polycomb repressor complex 2,
the so-called initiation complex, binds to target DNA sequences and, through the action of its
component protein EZH2, results in the repressive histone modification H3K27 trimethyla-
tion (Table 13.1). The Polycomb repressor complex 1, the so-called maintenance complex,
recognizes this repressive mark and is crucial in the resultant transcriptional repression. The
mechanism by which the complex causes repression is unknown [21]. The Trithorax system
also acts through histone modification with the Trithorax protein MLL causing the activating
histone modification H3K4 methylation. Polycomb/Trithorax-induced epigenetic states are
stable through cell division, and the Polycomb repressor complex 1 has recently been shown
to remain bound to DNA during DNA replication [22].

13.4.3 Non-Coding RNAs

Non-coding RNAs have been shown to contribute to epigenetic control of gene expression, for
example the Xist non-coding RNA which is central to X-inactivation [23,24].

13.4.4 Cross-Talk Between Epigenetic Systems

There is extensive correlation between activating and repressive modifications in different
epigenetic systems so that they often appear to work in a concerted manner rather than as
separate systems (Table 13.1). In addition to simple correlations, an increasing number of
specific interactions are being identified between the systems, for example between DNA
methylation and histone deacetylation through the recruitment of methyl cytosine binding
proteins such as MECP2 and MBD1 and through the inhibition of binding of DNMT3A and its
co-factor DNMT3L to H3 by trimethylation at H3K4. A detailed exposition of these inter-
actions is beyond the scope of this chapter. They are reviewed by Reik [25] and Cedar and

13.5 GENOMIC IMPRINTING

Genomic imprinting is an epigenetic phenomenon observed in mammals, seeded plants, and
some insects in which certain genes show parent-of-origin-specific patterns of expression.
Around 60 genes have been shown to be consistently imprinted in man (Geneimprint database 2008; Catalogue of Parent of Origin Effects 2009) [74,75]. Some are imprinted in all cell types examined, while others show tissue-specific imprinting, or are only imprinted at certain stages of development. Imprinted genes are often arranged in clusters, each cluster spanning up to several megabases (Table 13.2).

One theory that perhaps best explains the evolution of imprinting is that of parental genome conflict. This theory suggests that there is a conflict of evolutionary advantage between the paternal genome with the maternal genome which is as a result of the mother carrying the offspring in utero. The maternal genome must preserve herself and resources for future offspring so limits supplies to the baby, whereas the paternal genome only needs to consider the baby and encourages growth. Proponents of the theory point to the existence of a number of imprinted genes that regulate growth and the tendency for paternally expressed genes to promote growth and for maternally expressed genes to suppress growth [26,27].

13.5.1 Imprinted Loci

Formal demonstration of imprinting requires demonstration of parent-of-origin-specific gene expression. This can be technically challenging as human tissues are difficult to obtain, limiting systematic expression analysis of the human genes. Instead, known imprinted loci have often been identified following the observation of features suggestive of imprinting, including:

1. Phenotypic abnormality resulting from uniparental disomy (UPD)
2. Parent-of-origin-specific effects of mutation, copy number abnormality or chromosomal rearrangement
3. Parent-of-origin effects of allelic loss in cancers
4. Parent-of-origin-specific epigenetic modifications in the region (for example differential methylation)
5. DNA sequence characteristics similar to other imprinted loci
6. Evidence of imprinting in other species, e.g. mouse.

Major clusters of imprinted genes have been identified at 7q21.3, 7q32.2, 11p15, 15q11.2, 19q13.4, and 20q13.32 (Table 13.2).

13.5.2 Imprinting Centers Control Imprinting in cis

Imprinting is controlled by epigenetic modifications at cis-acting regulatory sequence elements termed imprinting centers. The mechanism of control has been elucidated only in a subset of imprinted loci. Even in this small number of loci, the variety of different mechanisms operating is striking. A shared feature is the presence of areas of parent-of-origin-specific DNA methylation termed differentially methylated regions (DMRs). These DMRs are CpG-rich sequences located either at the promoter of an imprinted gene or in a more distant regulatory sequence called an imprinting center. This differential methylation is associated with maintenance of differential (i.e. imprinted) expression of genes in the region. A single differentially methylated imprinting center often appears to control imprinting of multiple genes in a cluster. This is sometimes termed a primary DMR. Differential methylation is sometimes seen at other nearby "secondary" DMRs which are established as a result of the action of the imprinting center/primary DMR and which in some cases have been shown to be involved in the maintenance of imprinting in the region [28].

At some loci, differences in other epigenetic modifications have been demonstrated between the two parental alleles including differential histone modification, Polycomb complex binding as well as the differential binding of the CCCTC-binding factor CTCF and differences in high-order chromatin structure such as looping of chromatin to allow access of genes to distant enhancer elements. A further feature shared by a number of loci is the presence of multiple overlapping, often untranslated, transcripts that may play a regulatory function.
<table>
<thead>
<tr>
<th>Gene</th>
<th>Location</th>
<th>Expressed Allele</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP73</td>
<td>1p36.3</td>
<td>Maternal</td>
</tr>
<tr>
<td>DIRAS3</td>
<td>1p31.3</td>
<td>Paternal</td>
</tr>
<tr>
<td>LRRTM1</td>
<td>2p12</td>
<td>Paternal</td>
</tr>
<tr>
<td>NAP1L5</td>
<td>4q22.1</td>
<td>Paternal</td>
</tr>
<tr>
<td>PRIM2</td>
<td>6p11.2</td>
<td>Maternal</td>
</tr>
<tr>
<td>PLAGL1</td>
<td>6q24.2</td>
<td>Paternal</td>
</tr>
<tr>
<td>HYMAI</td>
<td>6q24.2</td>
<td>Paternal</td>
</tr>
<tr>
<td>IGF2R</td>
<td>6q25.3</td>
<td>Maternal</td>
</tr>
<tr>
<td>SLC22A2</td>
<td>6q25.3</td>
<td>Maternal</td>
</tr>
<tr>
<td>SLC22A3</td>
<td>6q25.3</td>
<td>Maternal</td>
</tr>
<tr>
<td>DDC</td>
<td>7q12.2</td>
<td>Isoform dependent</td>
</tr>
<tr>
<td>GRB10</td>
<td>7q12.2</td>
<td>Isoform dependent</td>
</tr>
<tr>
<td>CALCR</td>
<td>7q21.3</td>
<td>Maternal</td>
</tr>
<tr>
<td>TFP12</td>
<td>7q21.3</td>
<td>Maternal</td>
</tr>
<tr>
<td>SGCE</td>
<td>7q21.3</td>
<td>Paternal</td>
</tr>
<tr>
<td>PEG10</td>
<td>7q21.3</td>
<td>Paternal</td>
</tr>
<tr>
<td>PPP1R9A</td>
<td>7q21.3</td>
<td>Maternal</td>
</tr>
<tr>
<td>DLX5</td>
<td>7q21.3</td>
<td>Maternal</td>
</tr>
<tr>
<td>CPA4</td>
<td>7q32.2</td>
<td>Maternal</td>
</tr>
<tr>
<td>MEST</td>
<td>7q32.2</td>
<td>Paternal</td>
</tr>
<tr>
<td>MESTIT1</td>
<td>7q32.2</td>
<td>Paternal</td>
</tr>
<tr>
<td>COPG2</td>
<td>7q32.2</td>
<td>Paternal</td>
</tr>
<tr>
<td>COPG2IT1</td>
<td>7q32.2</td>
<td>Paternal</td>
</tr>
<tr>
<td>KLF14</td>
<td>7q32.2</td>
<td>Maternal</td>
</tr>
<tr>
<td>DLGAP2</td>
<td>8q23.3</td>
<td>Paternal</td>
</tr>
<tr>
<td>KCNK9</td>
<td>8q24.3</td>
<td>Paternal</td>
</tr>
<tr>
<td>INPP5F V2</td>
<td>10q26.11</td>
<td>Paternal</td>
</tr>
<tr>
<td>H19</td>
<td>11p15.5</td>
<td>Maternal</td>
</tr>
<tr>
<td>IGF2</td>
<td>11p15.5</td>
<td>Paternal</td>
</tr>
<tr>
<td>IGF2AS</td>
<td>11p15.5</td>
<td>Paternal</td>
</tr>
<tr>
<td>INS</td>
<td>11p15.5</td>
<td>Paternal</td>
</tr>
<tr>
<td>KCNQ1</td>
<td>11p15.5</td>
<td>Maternal</td>
</tr>
<tr>
<td>KCNQ1OT1</td>
<td>11p15.5</td>
<td>Paternal</td>
</tr>
<tr>
<td>KCNQ1DN</td>
<td>11p15.5</td>
<td>Maternal</td>
</tr>
<tr>
<td>CDKN1C</td>
<td>11p15.5</td>
<td>Maternal</td>
</tr>
<tr>
<td>SLC22A18AS</td>
<td>11p15.5</td>
<td>Maternal</td>
</tr>
<tr>
<td>SLC22A18</td>
<td>11p15.5</td>
<td>Maternal</td>
</tr>
<tr>
<td>PHLDA2</td>
<td>11p15.5</td>
<td>Maternal</td>
</tr>
<tr>
<td>OSBPL5</td>
<td>11p15.4</td>
<td>Maternal</td>
</tr>
<tr>
<td>ZNF215</td>
<td>11p15.4</td>
<td>Maternal</td>
</tr>
<tr>
<td>AWT1</td>
<td>11p13</td>
<td>Paternal</td>
</tr>
<tr>
<td>WT1-AS</td>
<td>11p13</td>
<td>Paternal</td>
</tr>
<tr>
<td>WIFI1</td>
<td>12q14.3</td>
<td>Paternal</td>
</tr>
<tr>
<td>DLK1</td>
<td>14q32.2</td>
<td>Paternal</td>
</tr>
<tr>
<td>MEG3</td>
<td>14q32.2</td>
<td>Maternal</td>
</tr>
<tr>
<td>RTL1</td>
<td>14q32.2</td>
<td>Paternal</td>
</tr>
<tr>
<td>RTLAs</td>
<td>14q32.2</td>
<td>Maternal</td>
</tr>
<tr>
<td>MKRN3</td>
<td>15q11.2</td>
<td>Paternal</td>
</tr>
<tr>
<td>MAGEL2</td>
<td>15q11.2</td>
<td>Paternal</td>
</tr>
<tr>
<td>NDN</td>
<td>15q11.2</td>
<td>Paternal</td>
</tr>
<tr>
<td>W89101</td>
<td>15q11.2</td>
<td>Paternal</td>
</tr>
<tr>
<td>SNRPN</td>
<td>15q11.2</td>
<td>Paternal</td>
</tr>
<tr>
<td>SNURF</td>
<td>15q11.2</td>
<td>Paternal</td>
</tr>
<tr>
<td>SNORD107</td>
<td>15q11.2</td>
<td>Paternal</td>
</tr>
<tr>
<td>SNORD64</td>
<td>15q11.2</td>
<td>Paternal</td>
</tr>
<tr>
<td>SNORD108</td>
<td>15q11.2</td>
<td>Paternal</td>
</tr>
</tbody>
</table>

*Continued*
13.5.3 Establishment of DNA Methylation at Imprinted Loci During Development

The establishment of imprinting also involves DNA methylation, histone modification, and/or Polycomb gene binding, although it should be noted that many of the data in this area derive from analyses in the mouse and are assumed to apply also in man. As with other sequences, DNA methylation at imprinted loci is reprogrammed during germ cell development. However, the pattern of methylation differs between the male and female germ cells, resulting in the establishment of primary DMRs and therefore of imprinting. A further difference from reprogramming of non-imprinted loci is that DMRs escape the second round of demethylation and de novo remethylation during early embryonic development.

Imprinted regions undergo DNA demethylation similar to that at non-imprinted regions in primordial germ cells and are almost entirely demethylated when they enter the gonads shortly after gastrulation. Methylation of imprinted genes in the male germline occurs at only a small number of loci, the best-studied being the H19 DMR at 11p15. As with non-imprinted loci, methylation at paternally methylated DMRs such as H19 occurs before meiosis [29]. Methylation at a larger number of imprinted loci occurs in the female germline. As with methylation at other loci, this occurs after meiosis I [30]. Unlike the majority of other sequences, imprinted loci appear to escape the genome-wide demethylation that occurs after fertilization, allowing them to retain the differential methylation of the paternal and maternal alleles established during germ cell development.

13.5.4 The 11p15 Imprinted Region

The detailed description of the structure and control mechanisms of each of the known imprinted regions is beyond the scope of this chapter. However, in order to illustrate a number
of the shared features of imprinted regions, we set out the normal structure and function of the 11p15 imprinted region. The region has been studied extensively in man and is disrupted in the human disorders Beckwith–Wiedemann syndrome and Silver–Russell syndrome.

In the simplest terms, the paternal 11p15 allele promotes growth through the expression of growth-promoting genes and the silencing of growth-suppressing genes and the maternal 11p15 allele suppresses growth through the expression of growth-suppressing genes and the silencing of growth-promoting genes. In fact, the 11p15 Growth Regulatory Region (GRR) consists of two, apparently independent, imprinted domains each controlled in cis by its own differentially methylated imprinting center (Figure 13.2). Each domain contains a cluster of imprinted genes which include growth promoters and growth suppressors.

13.5.5 Imprinted Domain 1

Imprinted domain 1 is the more telomeric of the two domains and contains the paternally expressed growth promoter IGF2 (insulin-like growth factor 2) and the maternally expressed non-coding H19 (Figure 13.2) [31]. Imprinting at H19 and IGF2 is observed in both placental and embryonic tissues and is maintained in maturity in many differentiated tissues.

Imprinting in the domain is controlled by a paternally methylated imprinting center immediately upstream of H19, known as the H19 DMR. It is also referred to as imprinting center 1 or imprinting control region 1 and is thought to act as a physical insulator, controlling access of...
the competing H19 and IGF2 genes to telomeric enhancer elements [32]. On the normal maternal allele, the H19 DMR is unmethylated allowing H19 access to these enhancers. This results in expression of H19 and silencing of IGF2. On the normal paternal allele, the H19 DMR is methylated, allowing IGF2 access to the enhancers. This results in expression of IGF2 and silencing of H19.

**H19 DMR CONTROLS IMPRINTED DOMAIN 1**

In man, differential methylation at the H19 DMR extends for at least 5.5 kb upstream from the 5’ end of the H19 gene. At its core is a 3.8-kb span of repeated sequence elements which contain multiple target sites for CTCF (Figure 13.2) [33,34]. These are arranged in two repeat blocks containing A- and B-repeat elements. Six CTCF target sites are present within B-repeat elements and a seventh lies between the repeat blocks and the H19 transcription start site.

Binding of CTCF at these sites occurs preferentially to the unmethylated maternal allele and may protect it from abnormal methylation and/or mediate its function as a chromatin insulator [35]. The functional importance of these CTCF target sites is supported by the H19 hypermethylation and IGF2 loss of imprinting seen with their deletion or disruption of the maternal allele in model organisms and in man [31,34–37].

**CHROMATIN LOOPING IN THE CONTROL OF IMPRINTED DOMAIN 1**

In the mouse, parent-of-origin-specific chromatin loops have been found at imprinted domain 1 and are thought to be important in the control of imprinting. These physical alterations in chromatin conformation mediate what is often referred to as the chromatin insulator function of the H19 DMR. The chromatin loops are formed by the physical interaction of the H19 DMR with differentially methylated regions at IGF2 and the different loops formed on each parental allele probably result in imprinting at H19 and IGF2 by altering their access to enhancer elements [38].

The unmethylated maternal H19 DMR is bound by CTCF and physically interacts with IGF2 DMR1. This creates two chromatin domains, with H19 in an active domain with its enhancers and IGF2 in an inactive domain away from the enhancers. The methylated paternal H19 DMR is not bound by CTCF and interacts with IGF2 DMR2. This results in IGF2 lying in the active domain, with access to the enhancers telomeric of H19. H19 is in the active domain but silenced, probably by the presence DNA methylation at its promoter (which is within the H19 DMR). It is presumed that a similar mechanism operates in man, though this is yet to be demonstrated and the role of the human IGF2 DMRs is uncertain.

**THE IGF2 DIFFERENTIALLY METHYLATED REGIONS**

Three differentially methylated regions at IGF2 have been identified in the mouse (IGF2 DMR0, DMR1, and DMR2). As described above, IGF2 DMR1 and DMR2 have been demonstrated to be involved in the formation of parent-of-origin-specific chromatin loops. In man, only two IGF2 DMRs have been identified, the paternally methylated IGF2 DMR0 and IGF2 DMR2 [38]. Their roles are not known and understanding of the region was hindered by initial reports which incorrectly assigned the parent-of-origin of the methylated allele at IGF2 DMR0 [39,40].

**13.5.6 Imprinted Domain 2**

Imprinted domain 2 contains the paternally expressed non-coding KCNQ1OT1 (KCNQ1-overlapping transcript 1) and a number of maternally expressed genes including the growth suppressor CDKN1C (Cyclin dependent kinase inhibitor 1C; Figure 13.2) [64]. KCNQ1OT1 and CDKN1C maintain imprinted expression in embryonic and many differentiated tissues. By contrast a number of maternally expressed genes in the region other than CDKN1C are imprinted only in the placenta or in a subset of embryonic or differentiated tissues [41].
Imprinting in the domain is controlled in cis by an imprinting center at the promoter of *KCNQ1OT1* known as KvDMR1, which is also referred to as *KCNQ1OT1*, *LIT1*, imprinting center 2, or imprinting control region 2. On the normal maternal allele KvDMR1 is methylated, resulting in silencing of *KCNQ1OT1* and expression of *CDKN1C*. On the normal paternal allele KvDMR1 is unmethylated, resulting in expression of *KCNQ1OT1* and silencing of *CDKN1C*.

**KVDMR1 CONTROLS IMPRINTING AT IMPRINTED DOMAIN 2**

KvDMR1 may control imprinting in domain 2 through more than one mechanism. Two main mechanisms have been proposed: (1) a non-coding RNA mediated mechanism; and (2) an enhancer competition-mediated mechanism.

On the paternal allele, many of the maternally expressed genes show imprinted expression in the placenta in the absence of differential DNA methylation at their promoters [42]. This is similar to that seen in the process of X inactivation and it has been proposed that silencing of these genes on the paternal allele occurs by a similar process to that seen on the inactive X: through repressive histone H3K27 methylation mediated by Polycomb group proteins. This repressive histone modification is observed in placental tissues across the domain and may be targeted to the paternal allele by coating of the region in cis by the paternally expressed non-coding RNA *KCNQ1OT1*, a mechanism parallel to that mediated by the *Xist* transcript on the inactive X [43].

The enhancer-competition mechanism similar to that seen at imprinted domain 1 has also been proposed to explain the maintenance of imprinting in the domain that may be central to the maintenance of imprinting at *KCNQ1OT1*, *CDKN1C*, and other genes that are imprinted in embryonic tissues [44]. There is currently limited evidence to provide mechanistic understanding of this model [45].

**13.5.7 Establishment of Imprinting at the 11p15 GRR**

Differential methylation is observed in the germline at the imprinting centers in both domains: at the *H19 DMR* in imprinted domain 1 and at KvDMR1 in imprinted domain 2 [42,44]. It is thought that this germline differential methylation is the driver of the establishment of post-zygotic imprinting at each domain. At imprinted domain 1 this model predicts that differential methylation at the *H19 DMR* is the first event in a cascade that involves differential binding of CTCF and possibly other factors, differential methylation at the *IGF2 DMRs*, establishment of parent-of-origin-specific chromatin loops, and therefore the differential access to enhancers that mediate imprinting in the region. At imprinted domain 2, the model predicts that differential methylation at KvDMR1 is the first event in a cascade that involves imprinted expression of the non-coding *KCNQ1OT1* transcript, which in turn is crucial to the establishment of parent-of-origin-specific histone modifications and other epigenetic modifications that mediate imprinting at other genes.

**13.5.8 Abnormalities at Imprinted Loci**

A variety of classes of molecular defects can result in disruption at imprinted loci. These include both epigenetic and genetic defects.

**13.6 UNIPARENTAL DISOMY**

Uniparental disomy (UPD) results when both chromosomes of a pair are inherited from the same parent. When UPD encompasses an imprinted locus, both alleles show the characteristics of the retained allele. For example, in a region of paternal UPD (pUPD), paternally expressed genes are expressed from both alleles and maternally expressed genes are silenced. Uniparental disomy can occur by a variety of mechanisms, either prezygotic (usually errors of
meiosis) or postzygotic (errors of mitosis) and can affect whole chromosomes or be segmental [46].

13.7 EPIMUTATIONS
Epimutations are isolated epigenetic defects that result in disruption of the normal pattern of expression. This can result in the silencing of the normally active allele or expression of a normally silent allele. At imprinted loci, the activation of a normally silent allele is termed loss of imprinting and results in biallelic expression of a normally monoallelically expressed gene. Disrupted expression is frequently associated with disruption of differential DNA methylation, resulting in hypomethylation or hypermethylation at a DMR. The primary defect underlying epimutations is not known. One possibility is that they result from the stochastic loss or gain of DNA methylation at key CpGs within the relevant DMR.

13.8 IMPRINTING CENTER MUTATIONS
Imprinting center mutations are genetic mutations at imprinting control regions that result in epigenetic disruption of expression of the genes under their control (in cis). They are often associated with disruption of methylation at DMRs and, as with other mutations at imprinted loci, they show parent-of-origin-specific pathogenicity. Imprinting center mutations identified to date have largely been microdeletions spanning several kilobases and in some cases megabases [34,47–51]. The 2.9-kb microinsertion identified at the 11p15 H19 DMR represents a further class of imprinting center mutation and some balanced chromosome rearrangements with breakpoints at imprinted loci may be further examples. The mechanism of pathogenicity of imprinting center mutations is often obscure.

13.9 MUTATIONS IN IMPRINTED GENES
Mutations in a number of imprinted genes have been reported. They are typically only of consequence when inherited on the active allele, that is they show parent-of-origin-dependent pathogenicity [52].

13.10 COPY NUMBER ABNORMALITIES ENCOMPASSING IMPRINTED GENES
Large copy number defects encompassing imprinted genes have been reported at a number of loci, either as a result of interstitial disruptions or unbalanced chromosome translocations. As with mutations in imprinted genes, they have parent-of-origin-specific effects: they would only be expected to alter the expression of genes which are active on the disrupted allele.

13.11 MUTATIONS IN IMPRINTING ESTABLISHMENT OR MAINTENANCE MACHINERY
Recently, biallelic mutations in ZFP57, a gene important in the establishment of DNA methylation at maternally methylated DMRs, have been found to cause hypomethylation at multiple imprinted loci [56]. This represents an example of a distinct mechanism of imprinting disruption: mutation of a component of the machinery of the establishment or maintenance of imprinting. Other examples include biallelic mutations in the genes NALP7 and C6ORF221, which cause recurrent hydatidiform mole [53,54]. Interestingly, mutations in the related gene NALP2 have been reported in one family with Beckwith–Wiedemann syndrome [55].
13.11.1 Phenotypes Associated with Constitutional Abnormalities at Imprinted Loci

Constitutional abnormalities at imprinted loci underlie a number of congenital syndromes in man (Table 13.3). The study of these disorders and the molecular abnormalities that underlie them resulted in the identification of many of the known imprinted loci and has been central to much of our understanding of normal and abnormal imprinting. In a number of cases these constitutional molecular abnormalities, despite being present soma-wide, are mosaic.

13.12 CHROMOSOME 6Q24

Disruption of the imprinted locus at 6q24 results in transient neonatal diabetes mellitus [57]. In addition to diabetes mellitus from the neonatal period that can last until 18 months of age, other features of the condition include intrauterine growth retardation, macroglossia, and umbilical hernia. Abnormalities at 6q24 account for approximately 90% of cases of transient neonatal diabetes mellitus and result in increased expression of the paternally expressed genes PLAGL1 (Pleomorphic adenoma gene-like 1) and the HYMAI (Hydatidiform mole-associated and imprinted) transcript. Reported abnormalities include paternal UPD, epimutation at the DMRs at PLAGL1 and HYMAI (hypomethylation of the maternal allele) and paternal duplications encompassing both genes [57–59].

13.13 CHROMOSOME 7

Silver–Russell syndrome is a growth-restriction disorder associated with pre- and postnatal growth restriction, relative macrocephaly, growth asymmetry, fifth finger clinodactyly, and a characteristic facial appearance. Maternal uniparental disomy for chromosome 7 is found in approximately 10% of cases. Uniparental disomy usually affects the whole of chromosome 7 but maternal segmental abnormalities have also been reported, providing insights into the likely critical region [60,61]. Extensive work has identified a number of imprinted genes on chromosome 7 (Table 13.2) [62,63]. As discussed below, abnormalities at the 11p15 growth regulatory region account for a further 25–40% of cases of Silver–Russell syndrome.

13.14 CHROMOSOME 11P15

As set out earlier in this chapter, the 11p15 growth-regulatory region, is arranged in two adjacent but independent imprinted domains (Figure 13.2). Two opposing groups of abnormalities in the region result in overgrowth (most characteristically Beckwith–Wiedemann syndrome) and growth restriction (most characteristically Silver–Russell syndrome) [64,65].

Overgrowth is caused by abnormalities that result in increased expression of paternally expressed growth promoters such as IGF2 or decreased expression of maternally expressed growth suppressors such as CDKN1C. Growth-promoting abnormalities at 11p15 are found in approximately 80% of cases of Beckwith–Wiedemann syndrome and include: paternal uniparental disomy 11p15; epimutations at imprinted domain 1 (hypermethylation of the maternal H19 DMR) or imprinted domain 2 (hypomethylation of the maternal KvDMR1); imprinting center mutations at imprinted domain 1 that result in H19 hypermethylation (microdeletion or microinsertion within the H19 imprinting control region); paternal duplications; maternal deletion of KCNQ1OT1 and KvDMR1; and maternal mutations in CDKN1C [64].

Conversely, abnormalities that result in a net decrease in expression of growth promoters such as IGF2 result in growth restriction. Growth-suppressing abnormalities at 11p15 are found in 25–40% of cases of Silver–Russell syndrome and include epimutations at imprinted domain 1 (hypomethylation of the paternal H19 DMR) and maternal duplications of the region [65].
<table>
<thead>
<tr>
<th>Locus/Phenotype</th>
<th>Class of Abnormality</th>
<th>Abnormality</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>6q24</strong></td>
<td><strong>UPD</strong></td>
<td>Paternal UPD 6q24</td>
</tr>
<tr>
<td>Transient neonatal diabetes mellitus</td>
<td>Epimutation</td>
<td>Hypomethylation maternal PLGAL1 and HymAI DMRs</td>
</tr>
<tr>
<td></td>
<td>Duplication imprinted genes</td>
<td>Duplication paternal 6q24</td>
</tr>
<tr>
<td><strong>Chromosome 7</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Growth retardation/Silver–Russell UPD syndrome</td>
<td><strong>UPD</strong></td>
<td>Maternal UPD 7, usually affecting the whole chromosome</td>
</tr>
<tr>
<td><strong>11p15</strong></td>
<td><strong>UPD</strong></td>
<td>Paternal UPD 11p15</td>
</tr>
<tr>
<td>Overgrowth/Beckwith–Wiedemann syndrome</td>
<td>Epimutation</td>
<td>Hypermethylation maternal H19 DMR</td>
</tr>
<tr>
<td></td>
<td>Epimutation</td>
<td>Hypomethylation maternal KvDMR1 (referred to as KvDMR1 loss of methylation)</td>
</tr>
<tr>
<td></td>
<td>Imprinting centre mutation</td>
<td>Microdeletion/microinsertion maternal H19 DMR causing H19 hypermethylation</td>
</tr>
<tr>
<td></td>
<td>Mutation imprinted genes</td>
<td>Mutation maternal CDKN1C</td>
</tr>
<tr>
<td></td>
<td>Deletion imprinted genes</td>
<td>Deletion encompassing maternal KCNQ1OT1 and KvDMR1</td>
</tr>
<tr>
<td></td>
<td>Duplication imprinted genes</td>
<td>Duplication paternal 11p15</td>
</tr>
<tr>
<td>Growth retardation/Silver–Russell syndrome</td>
<td>Epimutation</td>
<td>Hypomethylation paternal H19 DMR</td>
</tr>
<tr>
<td></td>
<td>Duplication imprinted genes</td>
<td>Duplication maternal 11p15</td>
</tr>
<tr>
<td><strong>14q32.2</strong></td>
<td><strong>UPD</strong></td>
<td>Maternal UPD 14q32.2</td>
</tr>
<tr>
<td>Maternal UPD 14-like phenotype</td>
<td>Deletion imprinted genes</td>
<td>Deletion encompassing paternal DLK1</td>
</tr>
<tr>
<td>Paternal UPD 14-like phenotype</td>
<td><strong>UPD</strong></td>
<td>Paternal UPD 14q32.2</td>
</tr>
<tr>
<td></td>
<td>Epimutation</td>
<td>Hypermethylation maternal IG-DMR and MEG3-DMR</td>
</tr>
<tr>
<td></td>
<td>Deletion imprinted genes</td>
<td>Deletion encompassing maternal MEG3</td>
</tr>
<tr>
<td><strong>15q11-q13</strong></td>
<td><strong>UPD</strong></td>
<td>Maternal UPD 15q11-q13</td>
</tr>
<tr>
<td>Prader–Willi syndrome</td>
<td>Epimutation</td>
<td>Hypermethylation paternal SNRPN DMR</td>
</tr>
<tr>
<td></td>
<td>Imprinting center mutation</td>
<td>Microdeletion paternal SNRPN region causing hypermethylation</td>
</tr>
<tr>
<td></td>
<td>Deletion imprinted genes</td>
<td>Deletion paternal 15q11.2 encompassing snoRNAs in SNRPN region</td>
</tr>
</tbody>
</table>
Two opposing groups of abnormalities occur at 14q32.2 causing reciprocal abnormalities at imprinted genes in the region and resulting in two distinct phenotypes. The first, referred to as the paternal UPD 14-like phenotype, is associated with developmental delay, a bell-shaped thorax, abdominal wall defects, and distinctive facial appearance. Causative abnormalities result in decreased expression of the maternally expressed genes such as \textit{MEG3} (Maternally expressed gene 3) and \textit{RTL1as} (Retrotransposon-like gene 1 antisense) and/or increased expression of paternally expressed genes such as \textit{DLK1} (Delta, drosophila, homolog-like 1) and \textit{RTL1} (Retrotransposon-like gene 1). Reported abnormalities include paternal UPD 14 and maternal 14q32.2 deletions encompassing the \textit{MEG3} DMR and/or the IG-DMR [50,51].

The second phenotype, referred to as the maternal UPD 14-like phenotype, is associated with pre- and postnatal growth restriction, developmental delay, and early puberty. Causative abnormalities result in increased expression of the maternally expressed genes such as \textit{MEG3}
and RTL1as and/or decreased expression of paternally expressed genes such as DLK1 and RTL1. Reported abnormalities include maternal UPD 14; epimutations at the IG-DMR and MEG3-DMR (hypomethylation at the maternal allele); and paternal 14q32.2 deletions encompassing DLK1 [50].

13.16 CHROMOSOME 15q11-q13

Similar to the 11p15 and 14q32.2 imprinted loci, two opposing groups of abnormalities occur at 15q11.2 and cause distinct phenotypes. Prader–Willi syndrome is characterized by moderate developmental delay, neonatal hypotonia, hyperphagia, and hypogonadism. It is caused by a variety of abnormalities at 15q11.2 that reduce expression of paternally expressed genes including SNRPN (Small nucleolar ribonucleoprotein polypeptide N), the SNURF (SNRPN upstream reading frame) and/or the nearby small nucleolar RNAs (snoRNAs). Reported abnormalities include maternal uniparental disomy 15q11.2; epimutations at the SNRPN DMR (hypermethylation of the paternal allele); imprinting center mutations that result in SNRPN DMR hypermethylation (microdeletions affecting a critical region that includes SNRPN exon 1); and paternal deletions that include the snoRNAs adjacent to SNRPN [66–68]. This last abnormality is the most frequent cause of the condition and often encompasses the whole of 15q11.2.

Angelman syndrome is characterized by developmental delay with absent or nearly absent speech, an ataxic gait, seizures, and microcephaly. Causative abnormalities reduce expression of the maternally expressed UBE3A (Ubiquitin-protein ligase E3A) and include paternal uniparental disomy 15q11.2; epimutation at the SNRPN DMR (hypomethylation of the maternal allele); imprinting center mutations that result in SNRPN DMR hypomethylation (microdeletions or chromosomal inversion affecting a critical region upstream of SNRPN); maternal deletions at 15q11.2 encompassing UBE3A; and maternal mutations in UBE3A [48,68,69].

13.17 CHROMOSOME 20q13.32

Abnormalities at the imprinted 20q13.32 locus that disturb expression of GNAS (Guanine nucleotide binding protein alpha-stimulating activity polypeptide) and its surrounding transcripts result in a group of disorders associated with parathyroid hormone resistance (pseudohypoparathyroidism). Pseudohypoparathyroidism type 1a is characterized by Albright’s hereditary osteodystrophy and resistance to numerous hormones typically including thyroid-stimulating hormone and gonadotrophins in addition to parathyroid hormone. It is caused by mutations on the maternal GNAS allele [70,71].

Pseudohypoparathyroidism type 1b is characterized by resistance to parathyroid hormone and in some cases thyroid-stimulating hormone without features of Albright’s hereditary osteodystrophy. Causative epimutations are frequently found and result in hypomethylation of the maternal GNAS Exon A/B DMR and in some cases the GNASXL and NESPAS DMRs [71]. In addition, two distinct types of imprinting center mutations have been reported: deletions of the maternal STX16 (Syntaxin 16) exons 4–6 that result in hypomethylation at the GNAS Exon A/B DMR; and deletions of the maternal NESP55 DMR that cause hypomethylation at the maternal GNAS Exon A/B, GNASXL, and NESPAS DMRs.

13.18 HYPMETHYLATION AT MULTIPLE IMPRINTED LOCI

A number of individuals have recently been reported with hypomethylation at multiple maternally methylated loci including PLAGL1, GRB10, KvDMR1, and NESPAS. This pattern has been identified in individuals originally diagnosed with transient neonatal diabetes mellitus and Beckwith–Wiedemann syndrome [72,73]. However, the spectrum of phenotypes with which hypomethylation at multiple imprinted loci manifests and the determinants of the
phenotypic features remain to be identified. Some cases presenting with features of transient neonatal diabetes mellitus are caused by biallelic mutations in ZFP57 [56]. The underlying cause in others is unknown.

13.19 CONCLUSION
A variety of molecular mechanisms can disrupt imprinted loci and cause a number of human syndromes. Their study has proved valuable in our understanding of these disorders themselves. It has also led to important advances in our understanding of the mechanisms by which imprinting is established and maintained and by which it can be abrogated. Despite the considerable advances that have been made in these areas over the last few decades, much remains to be understood.
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14.1 INTRODUCTION

The detrimental effects of obesity on health can be starkly brought into focus by a recent publication from the United States, stating that the escalating rates of this condition will now negate all the positive public health gains made by the reduction in tobacco consumption over the past 50 years [1]. This will led, after the steady rise in life expectancy during the last century, to a decline in lifespan for those children born today [2]. The high prevalence of obesity is a result of the current “obesogenic” environment widespread throughout the Western world; a coupling of reduced energy expenditure both at work and leisure, with increasingly easy access to high-calorific foods [3]. A major driver in the energy intake overload has been documented as simply the increase in both portion sizes and eating opportunities [4]. Additionally this high obesity rate is now being swiftly caught up to by those in developing countries, as they are increasingly removed from a rural existence and rapidly adopt modern...
Obesity increases the risk of type 2 diabetes (T2D), coronary vascular disease, hypertension, and some forms of cancer. This obesity-driven increase in T2D alone is putting a considerable strain on health care provision because of its chronic nature and multisystemic complications. Furthermore, estimates placed obesity as causative in \( \approx 14\% \) and \( \approx 20\% \) of all cancer deaths in the US in men and women, respectively.

Although on a population-wide scale this environmental and nutritional influence is extremely pervasive, it does not affect all individuals equally. There is considerable variance between those most susceptible to weight gain to those least at risk. Obesity, as a complex polygenic trait, is the result of environmental and genomic effects and there is substantial genetic variation in individual response to this “obesogenic” pressure to put on weight.

Due to this genetic susceptibility certain ethnic groups have been found to be at even greater risk when they encounter this environment. However, the emergence of this dramatically increasing rate over the time span of a few generations is too fast for the appearance of new obesity-promoting mutant alleles, therefore cannot be attributed to a pure genetic effect alone.

The discovery of Mendelian childhood-onset extreme obesity syndromes, caused by single gene mutations, revealed the critical role of neurons within the hypothalamus, particularly those residing in the arcuate nucleus (see Figure 14.1). These neurons are involved in...
central appetite control and energy balance and have highlighted the importance of the leptin–melanocortin pathway in this peripheral tissue to brain control feedback loop [19]. However these monogenic causes are rare, the most frequent, MC4R mutations, accounting for only ~6% of extreme obesity in children [14].

Considerable success has come in gene discovery for all common diseases in the last 5 years, with the advent of high-throughput single nucleotide polymorphism (SNP)-chips facilitating genome-wide association studies (GWAS). These population-based case-control studies led to the identification of common genetic variants associated with common obesity, which currently stands at 32 loci influencing body mass index (BMI) [15,16]. Further, rarer but stronger causal variants have also begun to be found [17,18] and more will be able to be unearthed by whole-genome sequencing studies currently underway. These common variants have modest effect size, the largest within the FTO locus leading to a 1.67-fold higher rate of obesity [19], although the potential to gain new insights to the pathophysiology from these replicated associations is considerable. Work, current and on-going in the coming years, will enable the unravelling of the etiological significance of these genomic loci, with likely therapeutic advances.

The combined effect of these common SNP variants known to date is only 2–3% of the estimated 40–70% inherited fraction of obesity risk [20]. Additional power to detect genetic involvement, however, may come by detecting: the actual causal variant that the association SNP may only be an adequate proxy for; further common pathogenic variants within these loci; rare variants within these [21] or yet to be discovered loci; and finally the possible role of non-sequence-based or epigenetic factors in susceptibility [22]. The ability to detect these epigenetic alterations through genetic means alone though, will range from obligatory to stochastic, depending on their direct association with the underlying genome [23]. Furthermore, epigenetic elements are influenced by the environment, as well as the genetic sequence, so therefore act at this crucial interface with the genome [24], hence being a plausible mechanism for the obesogenic environment. These marks can lead to long-standing metabolic changes [25]; consequently epigenetic factors may make up some of the "missing heritability" in the complex disease of obesity [26–28]. However this obviously can be in only those epigenetic marks that bear some obligatory or facultative relationship with genome sequence or they will not contribute to heritability measures.

### 14.2 EPIGENOMIC MARKS

Epigenetic marks include modifications of DNA, such as DNA methylation or hydroxymethylation, post-translational modifications of histone tails, including acetylation, phosphorylation, sumoylation, ubiquitination, and methylation, and some non-coding RNA species. The ability to self-propagate and be conserved through mitotic division limits this definition currently to DNA methylation, and perhaps a few histone modifications [29]. This maintenance permits lineage-specific epigenomes to be preserved, to allow tissue-specific roles to be performed, in genome-identical somatic cells [23].

DNA methylation is the addition of a methyl group to the 5′ carbon of cytosine, principally in the context of the CpG dinucleotide, a C followed by G in the genomic sequence, in differentiated cells. This stable mark is also the most well-studied, so will be the major factor discussed herein. As was the case with the genetic causes of human obesity, the initial insights to the epigenetic influence in this disorder of adiposity have come from rare childhood-onset human syndromes, in this instance the imprinting disorders such as Prader–Willi syndrome (PWS), and murine models, e.g. the Agouti-viable mouse (A/Y/a).

### 14.3 A ROLE FOR IMPRINTING ABNORMALITIES IN OBESITY

Genomic imprinting allows only one of the allelic pair of genes to be expressed, dependent on whether it is of paternal, or maternal, origin [30]. This parent-of-origin conditional
allele-specific expression (ASE) is driven by parent-of-origin conditional allele-specific DNA methylation (ASM) [31]. The attribution of which parental allele, paternal or maternal, is imprinted is by convention referred to the allele on which the precise DNA methylation occurs, therefore the allele silenced not that which is expressed. Imprinted genes commonly are found in clusters with reciprocally imprinted genes, i.e. both maternal and paternal imprinted genes are colocated [32]. Imprinted loci are coordinately regulated, via imprinting control regions, various species of non-coding RNA and methylation-sensitive boundary elements, leading to considerable regulatory complexity [33,34]. Furthermore, the imprinting of individual genes may not occur body-wide, but may be present, or escape this marking, in only one or more particular organs. This tissue-specific imprinting is very prevalent in the cells of the placenta and brain [30]. Placental imprinting is key in influencing this vital interface of resource allocation between the fetus and mother, and this has been proposed as a major driver in its evolution in eutherian (placental) mammals [35]. Genomic imprinting and placentation evolved around a similar time period in mammals [36]. With regards to brain imprinting, the potential complexity of orchestrated imprinting variation amongst the numerous regions of the central nervous system and furthermore throughout the process of brain development has only just begun to be explored [37]. However, intriguing evidence for the intricate interplay of imprinting and imprinting loss for correct neurogenesis in the mouse has recently been published [38].

Obesity is often observed as part of the spectrum of an imprinting abnormality phenotype (see Table 14.1). Speculation that dysregulation of the imprinted genes in placental resource allocation pathways, or imprinted control of brain development genes involved in the leptin—melanocortin hypothalamic pathway, has been proposed in metabolic disease [39,40]. Understanding why these imprinting mechanisms have evolved may aid in unravelling how they may be causative in obesity.

### 14.4 CONFLICT THEORY OF IMPRINTING

Eutherian mammals facilitate nutrient uptake via a placenta during fetal growth. The “kinship” or “gene conflict” theorem proposes that this evolved to control the allocation of resources from mother to offspring — in terms of the “interest” of the genes from the two parents. Maternal genes see equal benefit in all of their progeny, due to an equal genetic contribution to each, so therefore will hope to provide for all in an equal fashion. However paternal genes are divided between offspring sired by possibly differing fathers [41]. Genetic influences in higher mammals that help them acquire maternal resources, as well as those within parents that aid this process, have an evolutionary advantage in that they increase the survival and propagation of those genes [36,42]. Therefore the parental conflict theory of gene imprinting proposes that growth-promoting genes, that increase direct investment in the currently developing fetus, will be under paternal control, whereas the opposite effect will be maternally controlled, as the mother tries to equally distribute resources between all of her offspring [36,43]. The extreme manifestation of this drive can be seen in the pathological case of the hydatidiform mole, formed by the fusion of two paternal gametes, which therefore lacks any maternal restraining imprints and leads to an extreme, tumor-like growth, which can even invade in rare cases [44].

### Table 14.1 Imprinting Disorders with an Obesity-Associated Phenotype

<table>
<thead>
<tr>
<th>Syndrome</th>
<th>OMIM</th>
<th>Locus</th>
<th>Parental Imprint</th>
<th>Obesity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prader–Willi</td>
<td>#176270</td>
<td>15q11.2</td>
<td>Maternal</td>
<td>Severe</td>
</tr>
<tr>
<td>Pseudohypparathyroidism 1a</td>
<td>#103580</td>
<td>20q13.3</td>
<td>Maternal</td>
<td>Moderate</td>
</tr>
<tr>
<td>Maternal Uniparental Disomy 14</td>
<td>—</td>
<td>14</td>
<td>—</td>
<td>Truncal</td>
</tr>
<tr>
<td>Angelman</td>
<td>#105830</td>
<td>15q11.2</td>
<td>Paternal</td>
<td>Late-onset</td>
</tr>
</tbody>
</table>

*Source: Imprinting syndromes with an obesity-associated phenotype [53,191].*
Knockout mouse models show that imprinted genes play a role in the blood nutrient transfer interface of the placenta [45]. Imprinted placental genes control nutrition supply and fetal imprinted genes control demand by growth regulation [36]. The paternally expressed \textit{Igf2} is shown to be critical in placental growth [46]. Deletion of the placenta-specific promoter of this gene leads to decreased permeability, by reducing the exchange barrier and increasing the thickness of the placenta, thereby influencing nutrient supply with subsequent effects on the growth of the developing fetus in early gestation [45]. However, the placenta is capable of functionally adapting to this interference, enabling it to respond to fetal need requirements, by the up-regulation of gene pathways of the placental supply genes in the system A amino acid transport systems, including \textit{Slc38a4}, which is also paternally expressed [47]. This counterbalance is not sufficient to maintain this correction in the late gestation period though. It can be hypothesized that fetal and maternal blood flow and the transportation of nutrients may also be under imprinted genetic regulation [36]. It is possible this “conflict” may also sway maternal postnatal resource allocation via breast milk and the control of suckling. Indeed disruption of the paternally expressed transcript of the imprinted \textit{Gnas} locus, isoform XL\textsubscript{a}S, in a mouse model led to reduced growth and survival due to effects including a poor suckling response [48]. Imprinted genes additionally influence cognitive and social behavior which may also be used to gain resources [49].

14.5 RARE IMPRINTED ABNORMALITIES WITH OBESITY-RELATED PHENOTYPES

Prader–Willi syndrome (PWS) is the classic example of an imprinting-related syndrome and this was first recognized as being the pathogenic mechanism in 1989 [50]. The phenotype includes dysmorphic features, short stature, low lean body mass, muscular hypotonia, mild mental retardation, and behavioral abnormalities [51]. The region of the complex locus associated with PWS is maternally imprinted, so only the paternal copy is normally expressed. The inverse paternally imprinted disorder leads to the non-obese Angelman syndrome (AS) child [51]. However, AS individuals are at risk of moderate later-onset adiposity [52]. The obesity observed in PWS is so severe that it is life-threatening and develops within the first 6 years of childhood. PWS is estimated to occur approximately in 0.5–1 individuals per 10 000 births with no racial bias, although it is clinically diagnosed and reported more frequently in Caucasians, and affects approximately 350 000–400 000 individuals worldwide [53]. Diagnosis is via abnormal DNA methylation in 99% of PWS patients, enabling the detection of deletions, uniparental disomy (UPD) of chromosome 15, or an imprinting control region (ICR) defect [54].

The behavioral and cognitive impairment in these individuals leads to an extreme and uncontrolled appetite, due to a proposed inability to experience the normal satiety response after eating [55]. As mentioned above, energy balance is controlled and regulated within the hypothalamus, with the arcuate nucleus performing a major role in this coordination (Figure 14.1). Within the arcuate there is crosstalk and interchange between the orexigenic or appetite-promoting NPY/AGRP neurons and the opposing anorexigenic POMC/CART neurons [56]. Therefore a mechanism that disrupts this finely tuned apparatus has been suggested to explain this extreme behavior [55]. The stomach-secreted hormone Ghrelin, is associated with inducing satiation following feeding, and is found to be increased in PWS individuals [57]. Ghrelin stimulates the NPY/AGRP neurons via growth hormone secretagog receptors, though a definite role in the pathogenesis of PWS is not yet confirmed. \textit{SNRPN} had long been fingered as causative in PWS, but patients with smaller microdeletions have enabled the critical region to be narrowed to a locus containing non-coding HBII-85 snoRNAs [58]. PWS babies are often born small-for-gestation-age with poor feeding responses [59]. This could be interpreted in a reductionist way by the “conflict theory” as indicative of the lack of fetal paternal gene expression, with the later onset of extreme appetite driving the response due
to abnormal neurotrophic central pathway formation in the brain during this restricted development.

The GNAS locus is another complex imprinted region with an associated abnormal phenotype that includes obesity. Isoforms of the GNAS (guanine nucleotide binding protein, α-stimulating) gene, the α-stimulatory subunit of the G-protein, are created from multiple promoters and splicing variations and an antisense non-coding RNA GNAS-AS1 (GNAS antisense RNA 1 (non-protein coding)) is also transcribed [60]. Biallelic, paternally and maternally expressed genes are positioned within this locus. GNAS itself is derived predominately from both alleles, with the exception of maternal-only expression in the tissues of the renal proximal tubules, thyroid, gonads, and pituitary. Loss of the maternal allele is associated with greater weight gain [48,61]. XLAS is a large isoform variant of GNAS that is paternally expressed within the nervous system and neuroendocrine tissues. Within this cluster another GNAS isoform, previously termed Nesp in mouse, is maternally expressed [62]. Whilst maternal nonsense genetic mutations of GNAS are causative of pseudohypoparathyroidism type 1A (MIM #103580, also known as Albright’s hereditary osteodystrophy), the loss of maternal-specific exon 1A DNA methylation leads to pseudohypoparathyroidism type 1B (MIM #603233) [63]. The associated multiple hormone resistance is proposed to be due to these molecules utilizing signaling pathways through G-protein-coupled receptors and the associated obesity is thought similarly to be due to abnormalities of these G-protein receptors centrally [64]. Allelic variation in the Histone H3K4 state of the GNAS exon 1A promoter region within proximal renal tubules has also been identified, illustrating the coordinated nature of these post-translational histone modifications with DNA methylation [65].

The human overgrowth disorder, Beckwith–Wiedemann syndrome (BWS) (MIM #130650), is caused by mutation or deletion of imprinted genes within the chromosome 11p15.5 region. Growth is of an increased rate during the latter half of pregnancy and in the first few years of life, and whilst not leading to obesity per se, also displays the phenotypic potential of imprinting in terms of DNA methylation abnormalities and growth control throughout development. It has also been proposed that in vitro assisted reproductive technology may affect the imprinting process and with some increased levels of BWS in those conceived via this technique and confirmatory molecular studies recognizing BWS-specific epigenetic alterations [66]. This manipulation of germ cells and embryos that occurs in vitro, especially at such an early crucial point in development, therefore demonstrates the fragility of the epigenome compared to the genome, exemplified by this specific abnormality at an imprinted locus.

There is considerable variation in estimates of the actual level of imprinted regions in the mammalian, including the human, genome. Recent evidence has hinted at the possibility of high levels of particular brain tissue-specific imprinting in a mouse model [67]. So it is plausible that there is still an underestimation of imprinted loci, particularly with the inclusion of tissue-specific and developmental-stage-specific variation. Current confirmed estimates stand at around 50 genes in human [68,69]. DNA sequence characteristics and recombination rates at imprinted loci have led to predictions of 150 human genes, however without confirmation of differentially methylated regions (DMRs) [70] and further studies have also indicated there are other undiscovered imprinted loci [71,72]. Moreover whilst there is as yet no definitive set of human or other eutherian mammalian imprinted genes, there does appear to be significant dissimilarities between the species. These differences could be reconciled with the “paternal conflict” theory, for instance, as being driven by variation in litter size between mouse and human [73].

Mouse models have indicated a role of imprinted genes in adipocyte metabolism. This includes the paternally expressed genes Dlk1 (delta-like 1 homolog, Drosophila), Mest (mesoderm specific transcript) (also known as Peg1) and Ndn (Necdin) [74]. Cheverud et al. calculated the effects that imprinting may have on complex traits in mice by estimating the variation body size between reciprocal heterozygote, i.e. Aa compared to aA [75]. There was
a small but discernible difference of 0.25 standard deviation units or approximately 1–4% of the variance, which included body weight, reproductive fat pad, and various organ weights. Further murine work looking specifically at obesity quantitative trait loci (QTL) estimated the possible effect of imprinting on diet-dependent obesity was high, with 61% of the QTLs identified with a strong parental influence [76]. These sites were predominately not in known imprinted regions.

Two further paternally expressed genes Mest (Peg1) and Peg3 are involved not only in fetal and postnatal growth, but also can affect maternal nurturing success [77,78]. These imprinted genes are strongly expressed in hypothalamus, preoptic area, and septum, therefore they are excellent candidates for neuronal programming [39].

14.6 DIETARY INFLUENCE ON DNA METHYLATION IN MURINE MODELS

The epigenetic modulation of the expression of the non-imprinted Agouti gene in the mouse viable yellow (A<sup>vy</sup>/a) allele is the most extensively studied “metastable epiallele” and has become the archetypical model of dietary modulation of DNA methylation with subsequent phenotypic effects (see Figure 14.2). Metastable epialleles are so termed as these loci of epigenetically variability are established very early in embryogenesis and subsequently remain stable whilst permeating through all ensuing developmental stages and germ layers [79]. In the wild-type mouse the Agouti gene encodes a signaling molecule that produces either black eumelanin (a) or yellow phaeomelanin (A). Transcription is normally initiated from a hair-specific promoter in exon 2, with transient expression of the A allele leading to the mottled brown fur. In the agouti mutant mouse the insertion upstream of the agouti gene of a single intracisternal A particle sequence (IAP) (endogenous retrovirus-like element), creates a cryptic promoter leading to an increase of pheomelanin over eumelanin [80]. This overaction results in a lightening of the coat color as ectopic expression of the inverse agonist at melanocortin receptors, agouti, antagonizes the action of melanin [79]. The “viable yellow” heterozygote (A<sup>vy</sup>/a) mouse has a shortened live span with yellow fur, obesity, and an increased susceptibility to neoplasia [81]. The associated obesity phenotype is due to the ability of the agouti protein to centrally mimic the Agouti-Related Protein (AGRP) and to stimulate appetite in the hypothalamus via the NPY/AGRP orexigenic neurons.

FIGURE 14.2
Agouti mouse showing epigenetic dietary effects with graduation from obese Agouti to normal-sized Pseudoagouti (from [192]. Reproduced with permission from Environmental Health Perspectives.
There is a spectrum of expression of agouti depending on the epigenetic state of the IAP element leading to a continuum from the agouti yellow, mottled to the brown "pseudoagouti". The methylation of the IAP results in epigenetic suppression of this novel promoter and the pseudoagouti mouse is by comparison phenotypically lean with a normal lifespan. The crucial functional methylation variability occurs at six CpG sites that reside in the 5' long terminal repeat (LTR) of the IAP element [82]. A dietary influence on the methylation of this upstream IAP element was identified, whereby the use of methyl-supplemented diet or other nutritional modulations, including Genistein, in the pregnant black (a/a) mother led to an alteration in the portion of heterozygote (Avy/a) sired and resultant pups with a skew towards the darkened pseudoagouti phenotype [83,84] (see Figure 14.2). Histone modifications accompany the hypomethylation of the IAP element, with H3K and H4K diacetylation, whilst with DNA methylation of the IAP, the repressive histone H4K20me3 mark is displayed (82). This phenotypic modulation of an individual locus by maternal food intake has led to hypotheses in regards to how the diet affects the developing embryo particularly by direct DNA methylation epiallele variation across the entire genome [79]. Additionally, this visible dietary phenotypic effect is at a non-imprinted locus, further expanding the nutritional possibilities of epigenomic modulation, particularly in a developmental setting, as an example of modulation of gene expression with potential influence on disease susceptibility.

Dietary impact on imprinted genes nevertheless has been documented, in the imprinted Igf2 locus in a mouse model [85]. Instalment of a methyl-donor-deficient diet post-weaning led to loss of imprinting at this locus with subsequent modification of expression.

The inbred mouse strain C57Bl/6J is documented as being highly susceptible to diet-induced obesity, but furthermore has also been observed to show a wide range of variability in this weight gain when fed a high-calorie diet [86]. Phenotype divergence into those who would become high weight-gainers versus low was even evident in measures before commencing an obesity-promoting diet. After this regimen was introduced this led to a four-fold difference in obesity. Additionally these dissimilarities persisted even when the mice were switched back to a calorie-restricted diet. Koza et al. also detected gene expression differences in these isogenic mice, between the high- and low-weight gainers, prior to the high-calorie diet introduction, leading to the hypothesis that pre-existing epigenetic factors were involved in these observations [86].

Overfeeding in rats, induced by limiting the litter size, led to an obese phenotype [87]. Investigation of hypothalamic tissue showed hypermethylation of the promoter of POMC, the anorexigenic neurohormone, proopiomelanocortin, involved in appetite repression [87]. Leptin and insulin stimulate this pathway via two Sp1-related binding sequences within this promoter. The hyperleptinemia and hyperinsulinemia present in these rats therefore did not lead to an up-regulation of POMC expression. The DNA methylation levels within these binding sites were inversely correlated to the quotients of POMC expression/leptin and POMC expression/insulin, demonstrating the function of these acquired epigenomic alterations in modifying the “set point” parameters of this promoter critical for bodyweight regulation by overfeeding: an example of obesity epigenetic reprogramming.

Recently in humans, obese women, who were separated into high and low responders to dietary restriction, were found to have measurable differences in subcutaneous adipose tissue DNA methylation [88]. In another investigation of human muscle cells, a reversible effect on DNA methylation in the key metabolic regulator Peroxisome Proliferator-Activated Receptor γ, coactivator 1 (PPARGC1A) with overfeeding was seen [89].

14.7 OBESOGENIC ENVIRONMENT EFFECTS ON COMMON HUMAN OBESITY

Over and above the cumulative genetic susceptibility risks recently identified from GWAS, are the major environmental elements that are the product of urban and socioeconomic
transitions over the last 60 years and the formation of the aforementioned “obesogenic”
environment. This can be perceptibly displayed by the observation that the common genetic
susceptibilities towards the trait are not acted upon, unless certain compounding causes are
encountered. Lifestyle contributors such as diet and exercise are central in liability to metabolic
disease and also have a substantial aggregate effect [90]. It has been proposed that the etiology
of common diseases are under both genetic and epigenetic influence and these disease-related
epigenetic factors could be environmentally induced with subsequent modulatory effects on
epigenetic susceptibility [91]. Epigenetic marks such as DNA methylation provide a mechanism
by which these environmental influences can modulate genetic susceptibility to disease, as
evidence from murine models and humans has alluded to. Nutrition, behavior, stress, toxins,
and stochastic action can all have an impact on DNA methylation leading to variation in
epialleles [92]. Epigenetic effect on gene expression by the modification of the target cell
epigencode [93], thereby changes metabolic risk [79,94]. Combined gene by environmental
interactions have been observed with known genetic susceptibility factors for obesity, as seen
with accentuated adiposity effect of the FTO susceptibility variant in individuals through low
physical activity [95]. The significant role of epigenetics in the pathogenesis of cancer is well
established [96] but has also been seen in other diseases such as in the etiology of athero-
sclerotic plaques [97], and evidence is accumulating in the metabolic syndrome.

14.8 AGING EFFECT ON DNA METHYLATION
In demonstrating the non-rigid state of DNA methylation, alteration over time has been an
initial target. An accumulation of DNA variation over a lifetime was found by comparing
divergence between monozygotic twins by age [98]. This may be caused by accrued environ-
mental effect and/or “epigenetic drift” due to defective transmission through multiple mitotic
replications. DNA methylation over time devolves from its fixed bimodal extremes; with
hypomethylated CpGs within islands gaining methylation and hypermethylated CpGs losing
methylation [99]. Therefore it has been speculated these shifts may modify metabolic path-
ways, becoming gradually suboptimal, leading to slow late-onset weight gain [100]. Now that
higher-resolution DNA methylome analysis has become available more subtle signatures of
aging have begun to be identified, such as hypermethylation at the promoters of the target
genes of the repressive Polycomb Group proteins [101].

14.9 DEVELOPMENTAL EPGENOMIC DYSREGULATION
Whilst DNA methylation is a comparatively stable repressive mark, it is however required to be
removed from specific genomic regions, as well as genome-wide, through the process of
development. The major stages are at postfertilization and at germ cell differentiation in males
and females. Two global waves of demethylation are undertaken with the embryo being most
susceptible to environmental perturbation during the re-establishment of DNA methylation
postfertilization but preimplantation [92]. Experimental evidence in mice shows that the
preimplantation embryo is sensitive to epigenetic modifications [102]. Furthermore, the entire
process of embryogenesis involves exact DNA methylation configuration in order that normal
tissue development occurs and so is a window of possible influence [92].

Therefore, these adverse environmental effects within specific critical junctures, such as when
the tissue-specific epigenome is being cast in developing cells, have been proposed to have
significant lasting effects on metabolism into adult life with a concurrent risk of chronic
diseases [92,103,104]. Direct evidence of dietary modulation during these time-points, and
the latent ability to affect long-term risk of chronic metabolic disease health has been
attempted using murine models, through from the periconceptual period to postweaning
[105]. The epigenetic state of the transcription factor Hnf4α was investigated in the pancreas
of rats that had been subjected to poor maternal diet and controls [106]. HNF4A is impli-
cated in T2D pathogenesis and mutants are associated with a monogenic form of T2D
(MODY, type I, MIM #125850). Poor maternal diet during critical periods of development, as well as aging, was shown to down-regulate an islet-specific promoter and the interaction between the promoter and an enhancer was also down-regulated. A small study in humans also identified methylation changes in HNF4A in cord blood following intrauterine growth retardation (IUGR) [107].

Further rat models of IUGR investigated the DNA methylation and gene expression of pancreatic islets [108]. Cellular memory in the pancreatic cells of the developmental intrauterine environment was sought by the investigation of approximately 1 million CpG sites in the rat methyleome of these cells at the later age of 7 weeks. This study pinpointed changes in methylation state of approximately 1400 CpGs consistent with undergoing IUGR. These alterations were preferably found in highly conserved non-coding intergenic genomic loci, which may be cis-regulatory sites, and frequently near genes involved in the deregulation of islets following IUGR, including insulin secretion, vascularization, cell proliferation, and cell death. Also they were additionally associated with mRNA expression levels preceding the development of diabetes.

14.10 FETAL PLASTICITY

The dramatic and startling increase in obesity over such a short historical period has led to the concept that fetal programming or plasticity may be involved. This proposes that the peri-conceptual, in utero, and postnatal developmental environment can impact on long-term risk for adult-onset disease by set point adaptive changes [109–111]. This suggests that “poor” nutrition at critical growth stages increases the chance of developing the metabolic syndrome (insulin resistance, obesity, dyslipidemia, and hypertension) in later life and these developmental origins of adult disease put forward epigenetic inheritance as the possible mechanism in this programming [92].

Although ischemic heart disease increases in a population as it becomes wealthier, it was noted that those in the poorest regions suffered disproportionately [112]. An early epidemiological study in England and Wales identified a connection between poor nutrition in early life and increased susceptibility to ischemic heart disease, that was suggested to be due to a more detrimental effect of an adiposity-promoting diet in these individuals [112]. Furthermore, impaired glucose tolerance in men aged 64 was correlated to low weight at birth and at 1 year [113]. The “thrifty phenotype” hypothesis proposed by Barker encapsulates this prospective effect of fetal programming and the reprogramming of the leptin—melanocortin hypothalamic axis, pituitary, adrenal, or islet development, or insulin-signaling pathways may be mechanisms in these long-term effects [114].

Documented historical famines furthermore allow these questions to be proposed to age cohorts, and the Dutch Hunger Winter of November 1944 to May 1945 has been a classic example in the literature. Upon reaching the army draft age of 19 years the obesity rates of 300,000 men were compared [115]. The outcomes were dependent on when during their development the severe wartime famine had occurred. Those exposed in the last trimester or the first months of life were less likely to be obese, whilst those whose mothers had been in early or mid-pregnancy during this severe wartime famine were twice as likely to be obese at army draft. This would imply early changes may differ in programming from later changes, fitting with hypotheses of developmental programming and critical epigenetic windows. Epigenetic examination of DNA methylation in these Dutch Hunger Winter individuals 60 years after this famine displayed variation at the imprinted DMR of IGF2 that was found to be less methylated among periconceptionally exposed individuals [116]. Individuals conceived during the famine were compared against a sibling of the same sex to attempt to reduce environmental and genetic modulators. Follow-up work investigated a further 15 loci with known involvement in growth and metabolism [117]. In those with periconceptual famine,
DNA methylation was increased in the promoter and imprinted DMRs of GNAS-AS1 and MEG3 (maternally expressed 3 (non-protein coding)), as well as proximal promoters of IL10 (interleukin 10), ABCA1 (ATP-binding cassette, sub-family A (ABC1), member 1), and LEP (Leptin). Comparative decreased DNA methylation was also recognized in the promoter of imprinted INS-IGF2 (INS-IGF2 read-through) which is also part of the INS (insulin) promoter.

These studies have highlighted the periconceptual period as a volatile spatiotemporal window in epigenomic development with additional support for this coming from animal models [118]. Manipulation of dietary vitamin B and methionine during this periconceptual period in sheep led to heavier, fatter, and insulin-resistant animals [119].

In a large population-based obesity study, the maternal impact on this trait was shown to be greater [120], possibly due to maternally imprinted genes. As these imprinted loci are strongly interconnected with resource allocation, energy balance, and feeding behavior, early environmental effects may have long-reaching consequences. This makes these parental-specific marks obviously strong initial candidates in any “fetal programming” or “plasticity” influence on chronic disease. It may be that these imprinting resource allocation tools are subverted by the “fetal programming” mechanism, enabling a shift of resource regulation over the course of a lifetime and subsequent risk for adult-onset disease [39]. This metabolic plasticity enables a non-changed genome to produce a range of phenotypes in response to variation in environment, specifically early nutritional status [121,122]. Subtle modulation of imprinting pathways could be a mechanism, or it may be that they are too critical for an adaptive process and changes are only seen in severe disease manifestations [123].

Two independent, but sometimes overlapping, pathways showing how the nutritional state through development can lead to increased susceptibility to later-onset obesity have been proposed [123]. First, this may be a “mismatch” pathway, which can be either severe or predictive. These are developmental plasticity modifications of the genetically driven phenotype cued by prenatal undernutrition or possibly stress, which then may not be correctly geared, if the postnatal environment is obesogenic. Second, a pathway due to the risks caused by maternal obesity and the “hypernutrition” experienced by the fetus in this situation.

### 14.11 POSTNATAL ENVIRONMENTAL MISMATCH

Survival-induced modifications are due to severe maternal ill health or placental abnormality and lead to growth reduction in order to survive. Fetal growth retardation leads to changes in gene expression driven by epigenetic changes [114]. Recent work has shown that via the imprinted Peg3 placental sacrifice will occur in order to protect brain development [124]. Optimization for survival favors some organs against overall growth, but may lead to persistent metabolic and endocrinological changes that over time become detrimental when subsequently encountering an obesogenic environment [114]. For instance the development of insulin resistance in order to survive in utero undernutrition [103].

Significant correlations between low birth weight and adult-onset disease in studies across Europe and in the USA have been identified, even after corrections for possible confounders such as socioeconomic status, physical activity, smoking, etc. [114]. There is a disproportionate loss of subcutaneous compared to visceral fat in undernourished babies, which leads to a relative visceral adiposity and additionally evidence of specific further gain in visceral fat in IUGR children [125]. Those born with the smallest birth weight (<2.5 kg) were seven times more likely to develop T2D or glucose intolerance [113]. A French study, by Jaquet et al., showed higher levels of insulin resistance in IUGR infants at age 25 years and the reduced glucose uptake was concurrent with a lesser degree of free fatty acid suppression in adipose tissue, implicating this tissue in the early stages of insulin resistance [126]. A genetic explanation for this has also been proposed in that any genetic influences on insulin resistance restrict growth in utero and then subsequently lead to insulin resistance in adulthood [127].
Restricted infant growth and fast weight gain in childhood intensify the effects of impaired prenatal growth [128]. Evidence from many animals points to the additive effect of prenatal diet restriction and then subsequent hypercalorific diet in the developing infant leading to stronger risk of weight gain than the latter alone [129]. Mouse evidence shows high levels of “catch-up” growth after in utero growth restriction leads to even further increased susceptibility to the adverse effects on lifespan of a postweaning obesogenic diet [130]. Further evidence for probable programming of chronic disease by impaired fetal nutrition was established in an Indian population study, where small-for-gestational-age babies with a high “catch-up” growth and therefore high fat mass at ages 2 through to 12, later had the highest levels of insulin resistance [5]. Some studies have, however, found inconclusive evidence of early undernutrition increasing risk of later obesity, but did support a role for overnutrition [131].

Predictive responses via phenotypic plasticity mechanisms are in order to improve or optimize fitness at a later stage of development [132]. These are an evolutionary beneficial ability to enable adaptation to probable future environmental likelihoods, but are not advantageous at the time [133]. These modifications allow subtle modification where this is possible. This response is made within the variation of normal range in development and is a non-pathological environmental prediction adjustment.

Hypothalamic neuroendocrine gene expression effects were identified in a rat model of this response [134]. Prenatal undernutrition and postnatal high-fat diet with subsequent assessment at 24 weeks revealed specific alterations in the hypothalamic gene expression of POMC, NPY, AGRP, and the Ob-Rb isoform of LEPR, as well as the observation of circulating hyperinsulinemia and hyperleptinemia. These finding were supportive therefore of a predictive response having influenced the neurogenesis of the hypothalamic pathways that had subsequently been incorrect for the later environment encountered.

Exploration in humans for epigenetic evidence investigated 68 CpGs 5′ of five candidate genes from neonatal umbilical cord tissue DNA and ascertained an epiallele association with maternal pregnancy diet and childhood fat mass at age 9 years including an individual CpG 5′ of RXRA (Retinoid X receptor-α) and NOS3 (nitric oxide synthase 3 (endothelial cell)) previously known as eNOS [135]. RXRA also associated with lower maternal carbohydrate input and additionally only the RXRA adiposity result replicated in a second group. If this result can be corroborated by other researchers this may represent likely “low-hanging fruit” or changes that are strong enough to be exposed by candidate studies. If so this will bode well for more powerful metabolic epigenome-wide association studies (EWAS) currently being proposed. Changes include increases as well as decreases in methylation, therefore diet restriction of methyl donors is a too simplistic explanation of this observation, rather an adaptive response is hypothesized [103,110].

14.12 HYPERNUTRITION

Secondly, the direct effect on the intrauterine environment of maternal diabetes and obesity, as well as infant overfeeding of high-calorific foods, lead to greater risk of adult obesity. Increasing numbers of women now are overweight when pregnant [39]. Hyperinsulinemia is causative of macrosomia in diabetic mothers with the greatest effect on fat mass and subsequently greater risk of childhood obesity [136].

In a Danish study the adult children of women who suffered from gestational diabetes during pregnancy had a 2.5 times increased rate of metabolic syndrome and a two-fold risk of overweight compared to a selected control population [137]. Central appetite regulatory circuitry in the hypothalamus is active within the fetus and affected by the nutritional state in developmental stages, therefore it may lead to long-term effects in the gearing of this system due to this chronic hypernutrition [138]. This neural programming may be variable with malleability...
of this system at critical species-specific windows dependent on restricted or excess diet [138]. High levels of white fat in human infants compared to other mammals is proposed as an energy store buffer to protect brain development post-weaning [139], so this level of preloading will not be drawn upon and reduce with excess feeding. Increasing affluence in developing countries leads to an increase in availability of refined foods which are cheaper but have less nutritional value than fresh foods [6]. Also, early feeding of differing diet, breast or formula, may affect absorption and gut microbiotic changes have been found to have a role in obesity [140]. One study on intrauterine evidence for effect on obesity, showed an association with maternal and paternal BMI, implying that shared environmental influence also cannot be discounted [141].

14.13 EPIGENETIC ANALYSIS OF LEPTIN

Adipose tissue is an endocrine organ, key in energy homeostasis, which secretes adipokines, the major player being leptin. This supplies vital feedback to the hypothalamus about fat mass. The promoter of leptin moves from a highly methylated to a low methylation state in the differentiation from pre-adipocyte to adipocyte, thus facilitating expression of this endocrine hormone in mature fat cells [142]. Leptin additionally has been shown to have a role in neurogenesis and specifically within the critical hypothalamic pathways [143,144]. Visualization of NPY and POMC neurons, by expression of fluorescent proteins, displayed a leptin-mediated modulation of synaptic density onto these cells. Leptin’s neurotrophic role in the hypothalamus is furthermore illustrated by the lack of neuronal projection pathways from the arcuate nucleus in the leptin-deficient mouse model. This neuroanatomical deficiency cannot be reversed with adulthood leptin administration, but can, if delivered during the neonatal period [145].

Rats fed a high-fat diet become obese and hyperleptinemic, but also increase methylation in the promoter of leptin and this was collated with a comparative reduction in expression of leptin [146]. Further in vivo analysis of the leptin promoter in human and mouse identified its tissue-specific variability in methylation (t-DMR). A critical C/EBPz (CCAAT/enhancer-binding protein alpha) [147] transcription binding site is located within the CpG Island and generally has overall lower methylation in adipose compared to peripheral blood tissue [148]. Interestingly the mouse CpG Island possessed a higher level of intermediate methylation and is smaller (1/3 size) and a less dense CpG Island, therefore it is speculated to have lost CpGs via deamination, suggesting it may have higher levels of germline methylation [148]. No DNA methylation differences in the comparison of T2D cases versus controls in the leptin promoter via MeDIP-chip of peripheral blood were however identified [149] [see Figure 14.3] and no changes were found in a study post weigh loss via bariatric surgery [150].

14.14 HISTONE EPIGENOMIC MODIFIERS — MASTER METABOLIC REGULATORS

Recent work in murine models has illuminated the potential role of modifiers of the epigenetic histone state, such as methyltransferases and demethylases, in metabolism and energy homeostasis gene pathways. Particularly this has highlighting the critical role of Kdm3a (lysine (k)-specific demethylase 3a), also known as Jhdm2a, in metabolic regulation [151]. This acts as a H3K9-specific demethylase, catalyzing the removal of mono- and dimethylation from H3K9, therefore has a de-repressive function. Abrogation of action was shown to lead to significant multigenic effects on metabolic pathways resulting in a maturity-onset obesity, hypercholesterolemia, hyperinsulinemia, hypertriglyceridemia, and hyperlipidemia phenotype. This involved reduction within the skeletal muscle of fat oxidation and the release of glycerol and in brown fat cell disruption of oxygen consumption and the β-adrenergic stimulated secretion of the glycerol. The expression of this demethylase is stimulated by the β-adrenergic mechanisms and it plays a significant role in expression of the transcription factor Ppara (peroxisome
proliferator-activated receptor alpha), essential in fatty acid metabolism, and Ucp1 (Uncoupling protein 1) involved in decoupling energy creation to generate heat in the mitochondria of brown adipose tissue. These abnormalities in adipose storage and energy balance were also displayed in the knockout mouse by hypothermia and reduced energy production via fat utilization [152].

14.15 METASTABLE ALLELES IN HUMAN ASSOCIATED WITH OBESITY

Genetic influence on the methylation state, or allele-specific variation in methylation levels [153,154] by polymorphism such as CpG—SNPs, has been acknowledged as having a considerable bearing on region methylation levels [155,156]. Furthermore, DNA methylation levels driven by CpG gain and loss leading to higher variance in local methylation have been proposed as a major driver in evolution as well as common disease susceptibility [157] and epigenetic and other concepts of non-DNA inheritance are now beginning to be incorporated into evolutionary theory [158]. Transgenerational transmission possibilities are still unclear with current evidence, with some reports of incomplete epigenetic erasure [159], however it is very difficult to completely exclude genetic effects (for review see [160]). Paternal inheritance effects have been proposed in two recent papers [159,160].

Epigenetic variability, or epialleles, can vary purely without genetic influence, or play a facilitative or obligatory role conferred by genetic variants. Furthermore, they are generally intrinsically tissue-specific, however a subset of these epialleles is determined very early in development and subsequently propagate through all differentiating cell lineages as illustrated by the Agouti mouse. Human “metastable epialleles” with correlations across tissues representing all three developing germ layers have also been observed [162]. These loci were shown to have highly different values, between monogenic twins, indicating that they are likely set in

FIGURE 14.3
Methylation DNA immunoprecipitation (MeDIP) graphical result for the Leptin Promoter CpG Island. Sliding scale for methylation level: yellow = low, green = mid, blue = high. Hypomethylation seen over the CpG Island and no significant difference seen between T2D cases (final_avg_diabetes) versus controls (final_ave_control). This figure is reproduced in the color plate section.
Feinberg et al. catalogued 227 genomic regions that showed a wide level of DNA methylation variability between 638 Icelandic individuals [164]. These regions were enriched for developmental and morphogenesis genes. The individuals were sampled at two time periods approximately 11 years apart. Approximately half of these, or 119 regions, termed variable methylation regions (VMRs), were found to be stable over this time course within individuals [164]. These VMRs therefore could create an individual epigenomic signature or fingerprint. Four of these stable VMRs correlated with BMI at both timepoint visits: these loci resided in or near the genes $PM20D1$, $MMP9$, $PRKG1$, and $RFC5$. Up-regulation of $MMP9$ has been seen in obese individuals [165], and $PRKG1$ has been associated with energy balance and food behavior in a number of organisms [166]. These highly variable regions were proposed to reside within loci that could possibly be highly susceptible to environmental modulation and could be investigated for strong environmental influences such as toxins, smoking, dietary variation, etc. However, a caveat stated that this variability may be contributed to by the mixed cell type of peripheral blood that was examined. The intr individual time-stable VMRs could be expected to have a strong genetic component, such as possible CpG-SNP or haplotype-specific methylation effect [167].

### 14.16 PARENT-OF-ORIGIN GENETIC EFFECTS

Genome-wide linkage has been used to try to find imprinted obesity-related genomic loci [168]. Whilst highly successful in discovering monogenic disease genes, this technique has had low success in polygenic traits. GWAS have achieved far more in identifying variants strongly associated with these common diseases, including obesity risk and BMI modulation [15,169]. Furthermore, success has been found in looking for parent-of-origin effects in GWAS association SNPs, with significant results in other complex disease traits, such as type 1 diabetes [170].

Analysis from deCODE Genetics, also of GWAS SNP data, revealed a number of parent-of-origin effects [69]. By utilizing the extensive known genealogies of these Icelandic individuals, as well as long-range phasing of haplotypes, parental state of inherited alleles was determined. They focused on those disease-associated SNPs within 500 kb of known imprinted regions (approximately 1% of the genome), which informed that SNPs within two known clusters on chromosome 11p15 (containing $H19/IGF2$ and $KCNQ1$ imprinted clusters) and 7q32 (including the maternally expressed genes, $CPA4$ and $KLF14$) surrounding paternally expressed genes $MEST$ ($PEG1$) and $MESTIT1$ were present. Whilst not obesity SNP associations, T2D disease-associated traits were located here. Five parent-of-origin SNP associations were able to be made, including three with T2D. The maternally expressed $KCNQ1$ contained two SNPs, rs2237892 and rs231362, each with allele C significantly associated when transmitted maternally. Both these SNPs are at CpG-SNP sites, with the C variant of the polymorphism facilitating methylation by the creation of a CpG.

A third SNP, allele C of rs4731702, again via maternal inheritance at 7q32, was significantly associated and additionally this risk allele correlated with lower expression of $KLF14$ in adipose but not blood tissue and again only when inherited from the maternal side. Subsequent work by Small et al. discovered this $cis$-modulatory SNP rs4731702 of this imprinted $KLF14$ transcription factor gene to be a significant $trans$ regulator in gene expression studies in subcutaneous adipose tissue biopsies from a cohort of 776 healthy female twins [171]. The influence of this factor was enriched for metabolic syndrome phenotypes, including BMI, with
evidence from \textit{APH1B}, \textit{ARSD}, \textit{C8orf82}, \textit{GNB1}, \textit{SLC7A10}, and \textit{TPMT} expression levels and associated the control of this \textit{trans} expression network by \textit{KLF14} with risk of metabolic disease. Kong et al. also established a novel association at SNP rs2334499, with susceptibility via the paternal, and a protective effect via maternal lineage, and there was correlation with a decreased methylation state of a nearby CTCF-binding region, which are known genomic insulators, and this susceptibility variant \cite{69}.

These parent-of-origin associations with metabolic syndrome traits hint at the role of subtle genetic variation, and potentially epiallele variation, in these imprinted loci influencing these diseases \cite{172}. This is particularly the case when these genetic variants may be either directly impacting on methylation ability, in the case of CpG-SNPs, or additionally influencing neighboring CpGs methylation state, or the density of CpGs, or are perhaps in linkage disequilibrium with such variants. These disparities in monoallelic imprinting may be via slight allele-specific expression balance changes through to complete loss of imprinting.

\textbf{14.17 EPIGENOMIC-WIDE ASSOCIATION STUDIES (EWAS) IN HUMAN OBESITY}

The potential to investigate the "methylome" or "chromatinome" with the same power as that of GWAS may enable commonly perturbed epigenomic pathways in common disease to be discovered. As the genome is controlled by epigenetic mechanisms that inform development, but also respond and are affected by the environment, investigation of this "epigenome" in disease promises major insights into both cause and effect \cite{24,173}. DNA methylation, being the most stable of these marks, is currently the most amenable to the high-throughput analysis required in order to examine enough individuals to make these studies sufficiently powered to identify replicable associations. Recent technological advances have now made it possible for these DNA methylation epigenome-wide association studies (EWAS) to be considered \cite{174,175}. By utilizing a chemical modification of the genome, bisulfite conversion, to create a pseudo-SNP at variably methylated cytosine sites, SNP array technology has been adapted for this task. The recent availability of the next generation of array platform (Illumina 450k — Infinium HumanMethylation450 BeadChip performed on the iScan), superseding previous 27-k arrays, allows greater than a magnitude increase in coverage and importantly includes investigation of more dynamic regions of DNA methylation change, such as CpG Island shores \cite{176}.

EWAS design needs to carefully consider the principal facets that differentiate the epigenome from the genome. First, that the epigenome is tissue-specific; second, that epigenetic marks can be influenced to varying degrees by the underlying genome; and third, that it can be modified by environmental factors. Regarding tissue-specificity when investigating the obesity phenotype, adipose, muscle and more difficult to acquire hypothalamic tissue are initial strong etiological candidate epigenomes. Mixture of cell type may impede signal detection, therefore pure cell isolation is a major advantage. Inflammatory processes in obesity may also make inflammatory cells an interesting target \cite{177,178}. A population-based design will encounter significant genetic heterogeneity with subsequent impact on DNA methylation. This will lead to a loss of power in comparison to a disease-discordant monozygotic twin design analysis, although these cohorts are very difficult to resource for any, but particularly this, phenotype. Furthermore the genetically induced variation may be more complex than can be dissected from array genotype data alone. Finally, cause and effect cannot be separated with regards to any DNA methylation changes seen. In obesity therefore any epigenetic association may be induced by the adiposity state itself or confounding factors related to obesity such as diet or physical activity \cite{104}.

There is obviously added complexity interpreting the functional significance of small changes in individual CpG, versus a consistent result over an entire CpG island or shore region.
comprising a number of CpGs commonly seen in cancer methylation results. Caution will be required in the interpretation of EWAS and the lessons from genetic association studies need to be remembered. Without proper correction for multiple hypothesis testing all EWAS will be in danger of overinterpretation due to the high type 1 error [104]. This will make validation by replication in multiple subject groups vital, as is required in step-wise GWAS.

It is currently unclear whether GWAS-type population studies will be adequately powered and highly successful in the EWAS setting, though the increase in coverage of the newer arrays may help to answer this question. Other study designs however may be more amenable, such as the longitudinal. The extreme phenotype has been a powerful and successful strategy in the search for obesity susceptibility genetic alleles [179] and may also be useful in epiallelic hunting. Longitudinal studies investigating epigenomic tissue-specific changes in adipose or muscle tissue, before and after dramatic physiological adjustment, such as gastric bypass operation, in severe adult morbid obesity cases, would remove genetic variability. This EWAS temporal analysis of extreme intervention, leading to dramatic reduction in BMI and glucose control improvement, may reveal epigenetic deviations that can be attempted to be validated in less extreme lifestyle or weight-loss program subjects. Follow-up validation in larger sample sets by focusing on a smaller number of CpG, using for instance quantitative methylation analysis by Qiagen Pyromark Bisulphite conversion Pyrosequencing (Pyro Q-CpG) would facilitate rapid target validation. Subsequent correlation with expression in these tissues of these genes with their methylation changes would also be strongly supportive. Successful EWAS epiallele associations to environmental influences have recently begun to be published, with a single CpG, cg03636183, being associated and replicated with lower methylation in DNA derived from peripheral blood in smokers [180].

14.18 FUTURE PROSPECTS

Large amounts of genomic data are now available for common complex diseases, including obesity, therefore an integrative approach utilizing this gathered information would be complementary and also theoretically more powerful [181]. Initial pilot work into the integration of DNA methylation data with GWAS T2D loci has shown the ability to detect DNA methylation variation with respect to risk haplotype status [149]. This method was used to show higher levels of methylation were present on the FTO obesity-associated risk haplotype [167]. Chromatin state integration recognized allelic dissimilarity in the open/closed chromatin structure in the pancreas, dependent on the T2D-associated SNP in TCF7L2 [182] and these approaches can aid formulation of further novel functional hypotheses.

Full integration of genomic, epigenomic, and transcriptomic data, or an “Omni-seq” approach, will have the potential to mine out subtle disease association variation that is not possible by one modality only [183,184]. Furthermore, the advent of third-generation sequencing [185,196] will remove the necessity of chemical alteration enabling direct reading of DNA modifications and will greatly improve the ability to interpret disease significance of DNA methylation as well as newer modifications, such as hydroxymethylation [187], formylcytosine, and carboxylcytosine [188]. This will also be useful in the extremely complex area of the multitude of histone tail modifications and variants, and non-coding RNAs and the possibility of RNA epigenetic change. The ability for environmental influences to modulate the epigenetic state make sequence-specific epidrugs to correct these epimutations an attractive concept, thereby including pharmacoepigenomics in the future of personalized medicine for the metabolic disease [189,190].
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15.1 THE CHANGING EPIDEMIOLOGY OF OBESITY

In the developed world, obesity, diabetes, cardiovascular disease, and non-alcoholic fatty liver disease (NAFLD) are all increasing at alarming rates. These non-communicable diseases (NCDs) now account for 60% of deaths globally [1]. It is predicted that by 2030 there will be 2.16 billion overweight and 1.12 billion obese adults worldwide [2]. Obesity in childhood is of particular concern, with recent estimates that as many as 10% of school-aged children are either overweight or obese, although the prevalence is higher in economically developed regions [3]. A recent statement released by the World Watch Institute revealed that for the first time in human history the number of overweight people rivals the number of underweight [4].
They found that while the world’s underfed population has declined slightly since 1980 to 1.1 billion, the number of overweight has surged to in excess of this figure.

In the developing world, obesity is also increasingly becoming as significant a problem as underfeeding. The number of overweight people in China has risen from less than 10% to over 15% in a period of 3 years. In Brazil and Colombia the numbers of overweight individuals are comparable to those seen in a number of European countries, at around 40% of adults. Even in sub-Saharan Africa, a region home to the largest proportion of the world’s hungry, an increase in obesity has been observed. This increase has been most marked in women living in urban areas [5].

The large and increasing numbers of overweight and obese people presents a huge clinical and public health burden. For example, in the UK alone, annual direct costs are estimated to be £4.2 billion and Foresight (an in-depth study carried out by the Department of Business and Innovation Skills), which is a UK ministerial department, have predicted that this will more than double by 2050 if we continue as we are. There are also costs to society and the economy more broadly — for example, sickness absence reduces productivity. Foresight estimated that weight problems already cost the wider UK economy in the region of £16 billion, and that this will rise to £50 billion per year by 2050 if left unchecked [6].

The number of overweight children is increasing so rapidly that there is an urgent need to identify risk factors for obesity in order to prevent further increases and to identify possible intervention strategies. Apart from the likelihood that these children will remain overweight throughout adolescence and their entire adult life, the consequences of childhood obesity are now beginning to be fully understood. Being overweight has a negative effect on the psychological wellbeing of the child and studies have shown that overweight children have a lower health-related quality of life [7], as well as poorer educational and social outcomes as compared to children of normal weight [8]. Direct health consequences of being an overweight child include an increased risk of type 2 diabetes, which is now being seen in adolescents due to the pediatric obesity epidemic [9]. Studies have also linked being overweight in childhood with increased risk of impaired glucose tolerance and cardiovascular disease in later life [10].

Although it is well established that the risk of an individual developing obesity is dependent upon the interaction between their genotype and lifestyle factors such as an energy-rich diet and sedentary behavior, it is becoming clear that these are not the sole causes of the obesity epidemic. Whilst there is a genetic component related to the ways that genes can favor fat accumulation in a given environment (Table 15.1 shows a list of 54 genes associated with obesity phenotypes), there is now substantial evidence that the fetal and early postnatal environment strongly influences the risk of developing obesity and that altered epigenetic regulation is central to this process.

**15.2 DEVELOPMENTAL ORIGINS OF OBESITY**

The association between the quality of the early life environment and subsequent risk of cardio-metabolic disease has been described in a series of epidemiological studies. These showed a strong geographical relationship between infant mortality and risk of cardiovascular disease (CVD) disease 50–60 years later [11]. Subsequent retrospective studies in cohorts in developed and developing nations including the UK, North America, India, and China have shown consistently that lower birth weight within the normal range is associated with an increased risk in later life of CVD and the metabolic syndrome (hypertension, insulin resistance, type 2 diabetes, dyslipidemia, and obesity).

The Dutch Hunger Winter provides an example of how the timing of nutritional constraint during pregnancy is important in determining the future risk of disease. This short-term famine during the winter of 1944–1945 resulted in 18 000 deaths with adult rations in cities
<table>
<thead>
<tr>
<th>Closest Gene(s)</th>
<th>Chromosomal Location</th>
<th>Phenotype</th>
<th>Associated Lead SNP(s)</th>
<th>Proposed Molecular or Cellular Function</th>
<th>Additional Phenotypes</th>
</tr>
</thead>
<tbody>
<tr>
<td>TBX15–WARS2</td>
<td>1p12</td>
<td>WHR</td>
<td>rs984222</td>
<td>Transcription factor involved in adipocyte and specific adipose depot development</td>
<td>Implicated in Cousin syndrome</td>
</tr>
<tr>
<td>PTBP2</td>
<td>1p21.3</td>
<td>BMI</td>
<td>rs1555543</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>NEGR1</td>
<td>1p31</td>
<td>BMI</td>
<td>rs2815752, rs3101336, rs2568958</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>TNNI3K</td>
<td>1p31.1</td>
<td>BMI</td>
<td>rs1011731</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>DNM3–PIGC</td>
<td>1q24.3</td>
<td>WHR</td>
<td>rs1514175</td>
<td>Neuronal outgrowth</td>
<td></td>
</tr>
<tr>
<td>SEC16B, RASAL2</td>
<td>1q25</td>
<td>BMI</td>
<td>rs10913469</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>LYPLAL1; ZC3H11B</td>
<td>1q41</td>
<td>WHR</td>
<td>rs2605100</td>
<td>Encodes protein thought to act as triglyceride lipase and is upregulated in subcutaneous adipose tissue in obese patients</td>
<td></td>
</tr>
<tr>
<td>SDCCAG8</td>
<td>1q43–q44</td>
<td>BMI</td>
<td>rs12145833</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>FANCL</td>
<td>2p16.1</td>
<td>BMI</td>
<td>rs887912</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>RBJ–ADCY3–POMC</td>
<td>2p23.3</td>
<td>BMI</td>
<td>rs713586</td>
<td>–</td>
<td>Rare POMC mutations cause human obesity</td>
</tr>
<tr>
<td>TMEM18</td>
<td>2p25</td>
<td>BMI</td>
<td>rs6548238, rs2867125, rs4854344, rs7561317, rs11127485</td>
<td>Neural development</td>
<td>Associated with T2D</td>
</tr>
<tr>
<td>ZNRF3–KREMEN1</td>
<td>2q12.1</td>
<td>WHR</td>
<td>rs4823006</td>
<td>–</td>
<td>Kremen1 protein forms a complex with LDL receptor-related protein 6</td>
</tr>
<tr>
<td>LRP1B</td>
<td>2q22.2</td>
<td>BMI</td>
<td>rs2890652</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>GRB14</td>
<td>2q24.3</td>
<td>WHR</td>
<td>rs10195252</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>ADAMTS9</td>
<td>3p14.1</td>
<td>WHR</td>
<td>rs6795735</td>
<td>Important for spatial distribution of cells in embryonic development</td>
<td></td>
</tr>
<tr>
<td>NISCH–STAB1</td>
<td>3p21.1</td>
<td>WHR</td>
<td>rs6784615</td>
<td>Interacts with insulin receptor substrate</td>
<td></td>
</tr>
<tr>
<td>CADM2</td>
<td>3p21.1</td>
<td>BMI</td>
<td>rs13078807</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>ETV5 (locus with three genes, strongest association in ETV5)</td>
<td>3q27</td>
<td>BMI</td>
<td>rs7647305</td>
<td>–</td>
<td></td>
</tr>
</tbody>
</table>

Continued...
<table>
<thead>
<tr>
<th>Closest Gene(s)</th>
<th>Chromosomal Location</th>
<th>Phenotype</th>
<th>Associated Lead SNP(s)</th>
<th>Proposed Molecular or Cellular Function</th>
<th>Additional Phenotypes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gene desert; GNPDA2 is one of three genes nearby</td>
<td>4p13</td>
<td>BMI</td>
<td>rs10938397</td>
<td>–</td>
<td>Associated with T2D</td>
</tr>
<tr>
<td>SLC39A8</td>
<td>4q24</td>
<td>BMI</td>
<td>rs13107325</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>FLJ35779</td>
<td>5q13.3</td>
<td>BMI</td>
<td>rs2112347</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>ZNF608</td>
<td>5q23.2</td>
<td>BMI</td>
<td>rs4836133</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>CPEB4</td>
<td>5q35.2</td>
<td>WHR</td>
<td>rs6861681</td>
<td>Regulates polyadenylation elongation</td>
<td>–</td>
</tr>
<tr>
<td>TFAP2B</td>
<td>6p12</td>
<td>WC, BMI</td>
<td>rs987237</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Locus containing NCR3, AIF1 and BAT2</td>
<td>6p21</td>
<td>BMI</td>
<td>rs2844479, rs2260000, rs1077393</td>
<td>–</td>
<td>Associated with weight, not BMI</td>
</tr>
<tr>
<td>VEGFA</td>
<td>6p21.1</td>
<td>WHR</td>
<td>rs6905288</td>
<td>Involved in vascular development. Key mediator of adipogenesis</td>
<td>VEGFA variants nominally associated with T2D</td>
</tr>
<tr>
<td>NUDT3–HMGA1</td>
<td>6p21.31</td>
<td>BMI</td>
<td>rs206936</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>PRL</td>
<td>6p22.2–p21.3</td>
<td>BMI</td>
<td>rs4712652</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>LY86</td>
<td>6p25.1</td>
<td>WHR</td>
<td>rs1294421</td>
<td>Plays a role in recognition of lipopolysaccharide</td>
<td>Associated with asthma</td>
</tr>
<tr>
<td>RSPOS</td>
<td>6q22.33</td>
<td>WHR</td>
<td>rs9491696</td>
<td>Promotes angiogenesis and vascular development</td>
<td>Oncogene in mouse mammary epithelial cells</td>
</tr>
<tr>
<td>NFE2L3</td>
<td>7p15.2</td>
<td>WHR</td>
<td>rs1055144</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>MSRA</td>
<td>8p23.1</td>
<td>WC, BMI</td>
<td>rs7826222, rs17150703</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>LRRN6C</td>
<td>9p21.3</td>
<td>BMI</td>
<td>rs10968576</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>PTER</td>
<td>10p12</td>
<td>BMI</td>
<td>rs10508503</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>MTCH2 (locus with 14 genes)</td>
<td>11p11.2</td>
<td>BMI</td>
<td>rs10838738</td>
<td>Cellular apoptosis</td>
<td>–</td>
</tr>
<tr>
<td>BDNF (locus with four genes, strongest association near BDNF)</td>
<td>11p14</td>
<td>BMI</td>
<td>rs4074134, rs4923461, rs929546, rs10501087, rs6265</td>
<td>BDNF expression is regulated by nutritional state and MC4R signalling</td>
<td>Associated with T2D. Individuals with WAGR syndrome with BDNF deletion have BMI &gt;95th</td>
</tr>
<tr>
<td>RPL27A</td>
<td>11p15.4</td>
<td>BMI</td>
<td>rs4929949</td>
<td>–</td>
<td>Mice lacking ITPR2 and ITPR3 exhibited hypoglycaemia and lean body type</td>
</tr>
<tr>
<td>ITPR2–SSPN</td>
<td>12p21.1</td>
<td>WHR</td>
<td>rs718314</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>HOXC13</td>
<td>12q13.13</td>
<td>WHR</td>
<td>rs1443512</td>
<td>Transcription factor important in cell spatial distribution in embryonic development</td>
<td>–</td>
</tr>
<tr>
<td>Locus/Function</td>
<td>Chromosomal Location</td>
<td>Phenotype</td>
<td>Associated Lead SNP(s)</td>
<td>Proposed Molecular or Cellular Function</td>
<td>Additional Phenotypes</td>
</tr>
<tr>
<td>--------------------------------------</td>
<td>-----------------------</td>
<td>-----------</td>
<td>---------------------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>FAIM2 (locus also contains BCDIN3D)</td>
<td>12q13</td>
<td>BMI</td>
<td>rs7138803</td>
<td>Adipocyte apoptosis</td>
<td></td>
</tr>
<tr>
<td>C12orf51</td>
<td>12q24</td>
<td>WHR</td>
<td>rs2074356</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MTIF3--GTF3A</td>
<td>13q12.2</td>
<td>BMI</td>
<td>rs4771122</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRKD1</td>
<td>14q12</td>
<td>BMI</td>
<td>rs11847697</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NRXN3</td>
<td>14q31</td>
<td>WC, BMI</td>
<td>rs10146997</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAP2K5</td>
<td>15q23</td>
<td>BMI</td>
<td>rs2241423</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SH2B1 (locus with 19–25 genes)</td>
<td>16p11.2</td>
<td>BMI</td>
<td>rs7498665, rs8049439, rs4788102, rs7498665</td>
<td>Neuronal role in energy homeostasis</td>
<td>Sh2b1-null mice are obese and diabetic</td>
</tr>
<tr>
<td>GPRC5B</td>
<td>16p12.3</td>
<td>BMI</td>
<td>rs12444979</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAF</td>
<td>16q22–q23</td>
<td>BMI</td>
<td>rs1424233</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FTO</td>
<td>16q22.2</td>
<td>BMI</td>
<td>rs9939609, rs6499640, rs8050136, rs3751812, rs7190492, rs8044769, rs1558902</td>
<td>Neuronal function associated with control of appetite</td>
<td>Associated with T2D</td>
</tr>
<tr>
<td>NPC1</td>
<td>18q11.2</td>
<td>BMI</td>
<td>rs1805081</td>
<td>Intracellular lipid transport</td>
<td>NPC1-null mice show late-onset weight loss and poor food intake. NPC1 interferes with function</td>
</tr>
<tr>
<td>MC4R</td>
<td>18q22</td>
<td>BMI</td>
<td>rs17782313, rs12970134, rs17700144</td>
<td>Hypothalamic signalling</td>
<td>Haplo-insufficiency in humans is associated with morbid obesity. MC4R-deficient mice show</td>
</tr>
<tr>
<td>KCTD15</td>
<td>19q13.11</td>
<td>BMI</td>
<td>rs11084753, rs29941</td>
<td></td>
<td></td>
</tr>
<tr>
<td>QPTCL-GIPR</td>
<td>19q13.32</td>
<td>BMI</td>
<td>rs2287019</td>
<td>Encodes incretin receptor</td>
<td>Associated with fasting and 2-h glucose</td>
</tr>
<tr>
<td>TMEM160</td>
<td>19q13.32</td>
<td>BMI</td>
<td>rs3810291</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(adapted from Herrera (143))
such as Amsterdam dropping to below 1000 kilocalories (4200 kilojoules) a day by the end of November 1944 and to 580 kilocalories in the west by the end of February 1945. The Dutch Famine Birth Cohort Study found that the children of pregnant women exposed to famine in early gestation were more susceptible to CVD and obesity while those exposed in later pregnancy were more susceptible to hypertension and insulin resistance, diabetes, obesity, microalbuminuria, CVD, and other health problems [12].

Suboptimal intrauterine environments, such as in intrauterine growth restriction (IUGR), may lead to fetal adaptations to assist short-term survival but may be detrimental in the long term [13]. Small babies who were born at term and undergo early catch-up growth, characterized by a greater accumulation of fat mass relative to lean body mass, have a particularly increased risk of becoming obese in later life compared to those born at higher birth weights [14]. Early catch-up growth in infants born preterm and who were fed formula milk is also associated with an increased cardio-metabolic risk in later life [15], including obesity. A number of studies have shown a greater incidence of obesity in adults who were formula-fed as opposed to breast-fed during infancy. These findings highlight the likely role of postnatal feeding.

Overnutrition in early life also increases susceptibility to future obesity. It is believed that high maternal plasma concentrations of glucose, free fatty acids, and amino acids can result in lifelong changes in appetite control, neuroendocrine function, or energy metabolism in the developing fetus which lead to obesity later in life. Fetal overnutrition is more likely in mothers who have a greater BMI during pregnancy [16] as factors such as insulin resistance, glucose intolerance leading to higher plasma concentrations of glucose, and free fatty acids correlate positively with BMI. Dorner and Plagemann [17] have reported that children of obese women are themselves more likely to become overweight and develop insulin resistance in later life. Gestational weight gain irrespective of prepregnancy weight is positively associated with greater childhood adiposity [18] and even moderate weight gain between successive pregnancies has been shown to result in an increase in large-for-gestational-age births [19]. However, maternal weight loss through bariatric surgery prevents transmission of obesity to children compared with the offspring of mothers who did not undergo the surgery and remained obese [20]. European and Indian studies have shown that high maternal weight and adiposity are associated with coronary heart disease, insulin deficiency, and type II diabetes in the offspring. These data suggest that even within a relatively normal dietary range, modest alterations can affect the development of the fetus [21].

However, it is possible that these correlations may not be due to an intrauterine effect but result from shared socioeconomic lifestyle factors between the mother and offspring or the transmission of genetic factors. Studies taking into account paternal BMI have been inconsistent [22–24], with some finding a strong maternal effect, some finding a stronger paternal effect, and others finding similar paternal and maternal relations. However, these studies were all relatively small and may have lacked sufficient power.

The thrifty phenotype hypothesis proposes that reduced fetal growth is associated with a number of chronic conditions in later life [25]. These conditions include coronary heart disease, stroke, diabetes, and hypertension. This increased susceptibility is proposed to result from adaptations made by the fetus in utero due to its limited supply of nutrients. The hypothesis is that poor nutrient supply in utero results in fetal adaptations such that the infant will be prepared for survival in an environment in which resources are likely to be limited, resulting in a thrifty phenotype.

Those with a thrifty phenotype who actually develop in an affluent environment may be more prone to metabolic disorders, such as obesity and type 2 diabetes, whereas those who have received a good nutrient supply in utero will be adapted to good conditions and therefore better able to cope with rich diets. This idea is now widely accepted and is a source of concern for societies such as those in the developing world where rapid socioeconomic improvement is underway resulting in a transition from sparse to adequate or good nutrition [26].
A study of IUGR infants born at full term [27] showed that although these infants were born with reduced subcutaneous fat, visceral fat depots were preserved creating an imbalance between central and peripheral fat deposits. In IUGR infants accelerated postnatal growth is known to exacerbate the negative effects of being born small-for-gestational-age, increasing the risk of developing impaired glucose tolerance [28], insulin resistance [29], obesity [30] and type 2 diabetes [31].

15.3 ANIMAL STUDIES OF EARLY DEVELOPMENT AND METABOLIC PROGRAMMING

The processes by which environmental cues induce altered adult phenotypes and an increased risk of obesity in the offspring are not yet fully understood, but increasing evidence points to the importance of epigenetic processes. Animal models have been useful in understanding the effects on adult phenotypes resulting from perturbations in the developmental environment.

15.3.1 The Maternal Protein-Restricted Diet

The best-studied and most-characterized animal model of nutritional induction of an altered phenotype is feeding pregnant rodents a protein-restricted (PR) diet. Feeding the PR diet during pregnancy results in impaired glucose homeostasis [32], vascular dysfunction [33], impaired immunity [34], increased susceptibility to oxidative stress [35], increased fat deposition, and altered feeding behavior [36,37]. The induction during early life of persistent changes to the phenotype of the offspring by perturbations in maternal diet implies stable alteration of gene transcription which, in turn, results in the altered activities of metabolic pathways and homeostatic control processes. Initially using a candidate gene approach many groups reported long-term changes in the expression of key metabolic genes in response to variations in maternal diet. For example, feeding a PR diet to pregnant rats increased glucocorticoid receptor (GR) expression and reduced expression of 11β-hydroxysteroid dehydrogenase type 2 (11βHSD)-2, the enzyme which inactivates corticosteroids, in liver, lung, kidney, and brain in the offspring [38]. In the liver, increased GR activity up-regulates phosphoenolpyruvate carboxykinase (PEPCK) expression and activity and so increases capacity for gluconeogenesis. This may contribute to the induction of insulin resistance in this model [39]. Altered expression of GR has also been reported in the lung, liver, adrenals, and kidneys of the offspring of sheep fed a restricted diet during pregnancy [40–42]. Feeding a PR diet to pregnant rats up-regulates glucokinase expression in the liver of the offspring, which implies increased capacity for glucose uptake [43]. The expression of genes involved in lipid homeostasis is also altered by maternal PR. Peroxisomal proliferator-activated receptor (PPAR)-α expression was increased in the liver of the offspring of rats fed a PR diet during pregnancy and was accompanied by up-regulation of its target gene acyl-CoA oxidase (AOX) [44]. The expression of acetyl-CoA carboxylase and fatty acid synthase have been reported to be increased in the liver of the offspring of rats fed a PR diet during pregnancy and lactation [45].

More recently genome-wide approaches have been used to determine which genes are altered in response to diet. Transcriptome-wide analysis of adult liver from PR offspring revealed approximately 1.3% of genes within the genome are changed in response to maternal protein restriction. This change in a relatively small subset of genes suggests that these may represent an orchestrated response to the nutritional challenge and be part of an adaptive response [46]. The pathways changed in the liver in response to maternal PR were those involved in developmental processes, ion transport, and hormonal and stress responses, which is consistent with the phenotypic changes observed in PR offspring.

The alterations in offspring metabolism and physiology induced by maternal protein restriction are dependent upon the timing of the nutritional challenge. Bertram et al. has shown in the guinea pig model that female offspring born to dams fed a PR diet in the first half of
pregnancy (1–35 days) have raised mean arterial blood pressure which was associated with an increased intraventricular septum and anterior left ventricle wall thickness. They did not exhibit growth restriction at any time; in contrast, the offspring from dams fed a PR diet in late gestation (36–70 days) were growth restricted but did not display alterations in blood pressure or left ventricular structure [47].

Animal studies have also shown a clear interaction between the pre- and postnatal environments [48,49], with variations in the diet fed after weaning exacerbating the effects of maternal undernutrition on the phenotype of the offspring. For example, dyslipidemia and impaired glucose homeostasis induced by feeding dams a PR diet during pregnancy were exacerbated in adult male and female rats fed a diet containing 10% (w/w) fat after weaning compared to a 4% (w/w) fat postweaning diet [50].

15.3.2 Global Dietary Restriction

A number of groups have also used global dietary restriction during pregnancy to investigate how maternal diet can influence disease susceptibility in later life. Woodall et al. used global nutrient restriction, feeding rats 30% of an ad libitum intake throughout gestation, which results in a model of IUGR [51]. Offspring born to dams fed this diet during pregnancy are significantly smaller at birth than control offspring. They also exhibit higher systolic blood pressure, hyperinsulinemia, hyperleptinemia, hyperphagia, reduced locomotion, and obesity. These metabolic alterations are all augmented by feeding a high-fat postnatal diet [52]. However, even modest global nutrient restriction during pregnancy induces alterations in metabolism and the HPA axis. In guinea pigs fed 85% of an ad libitum diet throughout gestation, alterations in postnatal cholesterol homeostasis were observed in the male offspring [53]. In the sheep, a 15% global nutrient restriction during the first half of pregnancy led to reduced adrenocorticotrophin hormone (ACTH) and cortisol responses to exogenous corticotropin-releasing hormone and arginine vasopressin administration, and a blunted cortisol response to ACTH [54]. Long-term changes in gene expression have also been reported in adult offspring of dams fed a global undernutrition diet during pregnancy. Gluckman et al., have showed that expression of PPARα and GR in the rat liver are both down-regulated in adult offspring born to dams fed a global nutrient-restricted diet of 30% ad libitum during pregnancy [55].

15.3.3 High-Fat Diet During Pregnancy

With recent concerns about the levels of obesity in the Western world, a number of new animal models of overnutrition during pregnancy have also been developed. Feeding an obesogenic diet to female rats from before mating and through lactation leads to maternal obesity as well as hyperphagia, increased adiposity, decreased muscle mass, reduced locomotion, and accelerated puberty in the offspring [56]. Samuelsson et al. have also shown that offspring from pregnant rats fed a “junk food diet” of 16% fat, 33% sugar throughout pregnancy and lactation exhibited higher blood pressure, greater adiposity, and insulin resistance in comparison to control offspring [57]. The type of fat may also be important as when dams were fed diets with different ratios of n-6/n-3 fatty acids insulin sensitivity and weight gain varied according to the relative amounts of these fatty acids in the maternal diet [58]. Maternal carbohydrate intake has also been shown to have an effect with high-carbohydrate diets found to result in offspring that remained lighter in weight and had increased responsiveness to the neuromodulator, neuropeptide Y (NPY) [59]. Persistent alterations in the expression of PPAR γ2, 11βHSD-1 and the β2 and β3 adrenoreceptors in adipose tissue [57] were seen, which may lead to increased adipogenesis and decreased lipolysis in these rats. Interestingly, however, studies by Ng et al. have shown that not only can variations in maternal diet affect subsequent phenotype but that paternal diet is also important in determining future disease risk. Paternal high-fat-diet (HFD) exposure induces increased body weight, adiposity, impaired glucose tolerance, and insulin sensitivity in female offspring [60]. Paternal HFD altered the expression of 642 pancreatic islet
genes in adult female offspring; these genes included those involved in cation and ATP binding, cytoskeleton, and intracellular transport.

In rodents there is increasing evidence that the period of susceptibility extends into postnatal life as the suckling period has been shown to be critical in the developmental induction of metabolic disease. Studies of rats in cross-fostering experiments show that high-fat feeding in the suckling period leads to an increase in adiposity, hyperleptinemia, and hypertension in the adult offspring fed a normal diet after weaning [61–63]. Schmidt et al. have also shown that overfeeding rats during the suckling period by rearing them in small litters produces hyperphagia and obesity in adulthood [64]. There is growing evidence that overnutrition during prenatal and/or early postnatal life alters the maturation of the appetite and energy-regulating neural network in the hypothalamus. Overfeeding rat pups by rearing them in small litters leads to an increased food intake in the perinatal period and this was also associated with a persistent increase in appetite drive in later life [65,66]. In rodents, exposure to a diabetic environment before birth or exposure in early postnatal life results in significant changes in the architecture of the hypothalamus, a reduced sensitivity of central hypothalamic neuropeptides to signals of increased nutrition, and a central resistance to peripheral signals of satiety signals [62,67–69]. The effect of overnutrition on hypothalamic function has been observed not only in rodents where appetite circuits are not fully mature until postnatal day 16 [67] but also in sheep where the neural network is relatively mature at birth as in humans [70].

15.4 DEVELOPMENTAL PLASTICITY

Development is a period of rapid change in which environmental cues may induce persistent changes in phenotype in order to prepare the offspring for the predicted future environment; allowing the organism to adapt much more rapidly than could be achieved by mutation. For example, the duration of daylight to which meadow voles (Microtus pennsylvanicus) are exposed to prior to conception influences the thickness of their coat in anticipation of either winter or summer temperatures [71]. Work by Gluckman and Hanson argues that the developmental environment can produce a range of effects with both immediate and later-life consequences. These effects do not confer any immediate advantage to the offspring but give a later fitness advantage in later life when in an environment as predicted by the developmental experience. This type of response has been termed a predictive adaptive response (PAR) [72].

PARs rely on the environment remaining relatively constant throughout the life of the offspring. For these PARs to confer a fitness advantage it is not necessary for the fidelity of predictions to be particularly high. If the predicted environment does not fluctuate significantly over many generations then the favorable trait may become assimilated, whereby it is fixed or genetically encoded [73]. It is also important to consider that we now live much longer than our ancestors. Therefore, mechanisms that enhanced fitness in early evolution may no longer have an advantage, or may be advantageous for the young only. Epigenetic/non-genomic inheritance that may have previously conferred a survival advantage may now exacerbate a risk for successive generations. This may play a role in the current epidemic of obesity and CVD.

PARs are only adaptive when the developmental environment of the offspring is within the predicted range. If the environment differs significantly from that which was predicted the individual is said to be “mismatched”, that is having a phenotype that is not appropriate for the environment [72]. This mismatch does not have to be as a result of an extreme pre- or postnatal environment, simply a phenotype being induced during development which is not suitable for responding to the postnatal environment. This mismatch can affect the offspring in a range of ways, including abdominal fat deposition [74]. Mismatch can be due to a range of circumstances such as poorer environmental conditions during development followed by richer conditions later in life or vice versa, or due to exposure to a postnatal environment,
which is evolutionarily novel and as such outside of the predictive capabilities of the fetus. Maternal disease, unbalanced diet or body composition can lead to mismatch even if the offspring goes on to have a balanced healthy diet; conversely an increase in energy-dense foods and limited physical activity in the offspring (the Western lifestyle) will increase the degree of mismatch if the intrauterine environment was poor. Changes in lifestyle factors between generations are of particular significance for countries in which rapid socioeconomic transition is underway as contemporary westernized diets and lifestyles constitute novel environments, thus compounding the mismatch [75]. The elevated risk of obesity is due to the degree of mismatch between the pre- and postnatal environment rather than any absolute levels in the postnatal environment. This concept is supported by a number of animal studies in which the maternal pre- and postnatal diets were manipulated, as described later in this chapter.

Both fetal and neonatal life are characterized by a high degree of plasticity (the potential of an organism to alter its phenotype) which provides the potential for organisms to respond rapidly and effectively to environmental change. Phenotypic plasticity is usually defined as a property of individual genotypes to produce different phenotypes when exposed to different environmental conditions [76]. This plasticity can be expressed at a number of levels including behavioral, biochemical, physiological, or developmental. Not all phenotypic plasticity is adaptive and it does not necessarily always serve to improve the individual’s survival. Some traits are plastic due to unavoidable constraints in the biochemistry or physiology of the organism. Developmental plasticity forms a component of phenotypic plasticity and in contrast to biochemical and physiological responses, which can be reversed over short timescales, developmental plasticity tends to be irreversible or take longer to be reversed.

Recently there have been advances in understanding of epigenetic effects during development and the key role which they can play in plastic processes. However, studies in animal models have proved to be key in showing how the developmental environment, including the mother’s diet, alters epigenetic processes [44,77,78]. In animal studies the effects of epigenetic changes induced experimentally during development have been shown to produce lifelong physiological changes of relevance to human disease such as metabolic alterations known to influence obesity [79].

15.5 EPIGENETICS AND DEVELOPMENTAL PROGRAMMING BY THE EARLY LIFE ENVIRONMENT

Most studies examining the effect of early-life nutrition and its role in gene regulation have focused on DNA methylation, rather than other epigenetic processes such as histone modification and non-coding RNAs. DNA methylation can induce transcriptional silencing by blocking the binding of transcription factors and/or through promoting the binding of the methyl CpG-binding protein (MeCP2). The latter binds to methylated cytosines and, in turn, recruits histone-modifying complexes to the DNA. MeCP2 recruits both histone deacetylases (HDACs), which remove acetyl groups from the histones, a signal of transcriptionally active chromatin, and histone methyl transferases (HMTs), such as Suv39H, which methylates lysine 9 on H3, resulting in a closed chromatin structure and transcriptional silencing. Methylation of CpG dinucleotides de novo is catalyzed by DNA methyltransferases (Dnmt) 3a and 3b, and is maintained through mitosis by gene-specific methylation of hemimethylated DNA by Dnmt1. DNA methylation is important for asymmetrical silencing of imprinted genes, X chromosome inactivation, and silencing of retrotransposons. DNA methylation is also critical for cell differentiation by silencing the expression of specific genes during the development and differentiation of individual tissues [80,81]. Methylation of CpGs is largely established during embryogenesis or in early postnatal life. Following fertilization, maternal and paternal genomes undergo extensive de-methylation followed by global methylation de novo just prior to blastocyst implantation [82], during which 70% of CpGs are methylated, mainly in repressive heterochromatin.
regions and in repetitive sequences such as retrotransposable elements [83]. Lineage-specific methylation of tissue-specific genes occurs throughout prenatal development and early postnatal life and determines developmental fates of differentiating cells. Epigenetic marks are essentially maintained throughout life. However, environmental perturbations during periods when methylation patterns are induced may impair the program of gene silencing or activation with potential long-term adverse consequences.

Epigenetic marks induced during development were thought to persist into adulthood. However, there is now much evidence that aging is associated with tissue-specific epigenetic drift. The first large-scale twin study examined 20 3-year-old and 50-year-old Spanish MZ twin pairs. These studies revealed that while the twins had very similar epigenetic profiles, indicative of a high level of epigenetic heritability, there was a degree of epigenetic variability which increased with age across a range of tissues. It is of interest that the greatest differences were in twins who differed most in lifestyle [84]. This study was cross-sectional rather than longitudinal and for this reason it was not possible to investigate observed individual variability. A more recent study [85] measured the DNA methylation status of three genes (DRD4-Dopamine receptor 4 gene/serotonin transporter gene-SERT/X-linked monoamine oxidase A gene) in 46 monozygotic and 45 dizygotic twins sampled at 5 and 10 years of age. This study revealed that DNA methylation differences were apparent even at 5 years in genetically identical individuals. Analysis at the later timepoint suggested that these differences were not stable over time. The study suggests that environmental influences are important for determining methylation patterns found in the individual and highlights the importance of longitudinal research designs for epigenetic studies.

Studies on isolated embryos first supported the hypothesis that variations in nutrient availability can alter the methylation of genes within the embryo [86]. In these studies decreased expression of both H19 and IGF2 was observed, coupled with increased DNA methylation at the H19 imprinting control region in embryos cultured in the presence of fetal calf serum as compared to controls. Data from these studies demonstrate that early nutrition can cause epigenetic changes which are maintained in later developmental stages, at least in the case of imprinted genes.

Manipulation of human embryos in vitro can induce similar imprinting alterations to those seen in mice. Angelman’s syndrome is a human neurogenetic disorder caused by loss of function of the maternal allele (paternally imprinted and therefore maternally expressed) of UBE3A. This is usually as the result of a genetic mutation or rarely as a result of a sporadic imprinting error [87]. However, there have been cases reported where Angelman’s syndrome has been found in children conceived using intracytoplasmic sperm injection [87,88]. In vitro fertilization (IVF) has also been linked to the increased incidence of another imprinting disorder, Beckwith–Wiedemann syndrome. This congenital disorder is caused by a loss of imprinting of a group of genes (which includes H19 and IGF2) on human chromosome 11p15 [89]. These studies provide evidence that the early environment can cause epigenetic alterations at imprinted loci, leading to human disorders that include obesity as a clinical characteristic.

A number of factors during early life alter the epigenome of the fetus, producing long-term changes in gene expression. In an elegant study of the effect of maternal behavior during suckling on the development of stress response in the offspring, Weaver et al. showed that pups raised by rat dams which showed poorer nurturing had an increased stress response [90]. The effect was due to hypermethylation of specific CpG dinucleotides within the promoter of the GR gene in the hippocampus of the offspring. These changes were reversed in the brains of the adults by intracranial administration of the histone deacetylase inhibitor Trichostatin A and L-methionine [91].

15.6 EPIGENETICS AND EARLY-LIFE NUTRITION

Differences in the maternal intake of nutrients have been shown to alter the methylation of non-imprinted genes, resulting in subtle effects on fetal and offspring development. In the
agouti mouse variations in the maternal intake during pregnancy of nutrients involved in 1-carbon metabolism induces differences in the coat color of the offspring. In agouti mice $A^{v}$ there is an insertion of an IAP retrotransposon in the 5’ end of the $Agouti$ gene which acts as a cryptic promoter directing expression of the agouti gene encoding a paracrine signaling molecule which produces black eumelanin or yellow phaeomelanin. The methylation status of the IAP element produces a range of coat colors between yellow (unmethylated) and brown (methylated) $[77,92]$. Supplementation of the mother’s diet with methyl donors such as betaine, choline, folic acid, and vitamin B$_{12}$ shifted the distribution of coat color of the offspring from yellow (agouti) to brown (pseudo-agouti)$[93]$. This shift is due to increased methylation of the IAP element$[77]$. Thus maternal intake of nutrients involved in 1-carbon metabolism can induce graded changes to DNA methylation and gene expression in the offspring which persist into adulthood.

Feeding pregnant rats a PR diet induced hypomethylation of the GR and PPAR$\alpha$ promoters in the livers of juvenile and adult offspring. Hypomethylation of the GR promoter was associated with histone modifications which facilitate transcription; acetylation of histones H3 and H4 and methylation of histone H3 at lysine K4, while those that suppress gene expression were reduced or unchanged$[94]$. Although functionally consistent, the mechanistic relationship between GR hypomethylation and the associated histone changes is not known. These studies showed for the first time that, in contrast to modifying the maternal intake of nutrients directly involved 1-carbon metabolism$[44]$, stable changes to the epigenetic regulation of the expression of transcription factors can be induced in the offspring by modest changes to maternal macronutrient balance during pregnancy. Expression of PPAR$\alpha$ and GR, and of their respective target genes, acyl-CoA oxidase and carnitine palmitoyl-transferase-1, and PEPCK was increased in juvenile and adult offspring$[44,94–96]$. This is consistent with raised plasma β-hydroxybutyrate and glucose concentrations in the fasting offspring$[97]$. Sequencing analysis of the PPAR$\alpha$ promoter showed that four specific CpGs were hypomethylated, and that two CpGs located within transcription factor response elements predicted the level of the transcript$[95]$. Thus the effects of the maternal PR diet on the offspring are targeted to specific CpGs. The mechanisms involved are not known but by regulating effects of transcription factors on expression they may have important effects on phenotype.

Together, these results indicate that modest dietary protein restriction during pregnancy induces an altered phenotype through epigenetic changes in specific genes. Methylation of the GR and PPAR$\alpha$ promoters was also reduced in the heart of the offspring$[98]$ and the PPAR$\alpha$ promoter was hypomethylated in the whole umbilical cord$[99]$. These findings are consistent with increased GR mRNA expression in a range of tissues from the offspring of rats fed a PR diet during pregnancy$[100]$. However, PPAR$\alpha$ methylation does not differ between control and PR offspring in skeletal muscle, spleen, and adipose tissue, indicating that the effects of the maternal diet are tissue specific [Lillycrop and Burdge, unpublished]. Hypomethylation of the GR promoter has also been found in the offspring of mice fed a PR diet during pregnancy$[99]$, which suggests that the effect of the PR diet may not be specific to one species.

The fundamental role of changes in the epigenetic regulation of transcription factor expression in altering the activity of pathways controlled by their target genes is underlined by the observation that although glucokinase expression was increased in the liver of the PR offspring, this was not accompanied by changes in the methylation status of the glucokinase promoter$[43]$. Since GR activity increases glucokinase expression through enhancement of insulin action$[101]$, greater glucokinase expression in the PR offspring may have been due to increased GR activity as a result of hypomethylation of the GR promoter rather than a direct effect of prenatal undernutrition on glucokinase.

In contrast to the effects of maternal PR diet on the epigenetic regulation of hepatic genes in the offspring, a 70% reduction of total food intake during pregnancy in rats induced
hypermethylation and lower PPAR\(\alpha\) and GR expression in the liver of 170-day-old offspring [55]. One explanation may lie in the differences in severity of nutritional restriction between these two dietary regimens. If the induction of altered phenotypes is predictive, then it may be anticipated that induced changes in the epigenome would differ according to dietary regimen, in order to match the phenotype to the predicted future environment. Thus the maternal PR diet could be regarded as a moderate nutrient constraint which induces in the offspring increased capacity for using nutrient reserves for energy production. In contrast more severe global undernutrition induces conservation of energy substrates. These interpretations are consistent with the phenotypes induced in the offspring [52,55,95].

There is also evidence that an excessive early nutritional environment can alter the epigenetic regulation of genes. In the hypothalamus leptin triggers specific neuronal subpopulations such as pro-opiomelanocortin (POMC) and neuropeptide Y (NPY), and activates several intracellular signaling events which result in decreased food intake and/or increased energy expenditure. The importance of POMC in food intake and energy balance can be demonstrated by mutations in the POMC gene which result in an obese phenotype [102]. Targeted disruption of the POMC gene in a mouse model was found to result in hyperphagia and lower oxygen consumption leading to increased fat mass and obesity [103].

Plagemann et al. [104] showed that neonatal overfeeding induced by raising rat pups in small litters induces the hypermethylation of two CpG dinucleotides within the POMC promoter which are essential for POMC induction by leptin and insulin. Consequently POMC expression is not up-regulated in these rats despite hyperinsulinemia and hyperleptinemia [104]. This suggests that overfeeding during early postnatal life when the appetite circuitry within the hypothalamus is still developing can alter the methylation of genes critical for bodyweight regulation, resulting in the altered programming of this system and an increased tendency towards obesity in later life. Ng et al. have also shown that Il13ra2 was hypomethylated in female offspring after high-fat feeding of the fathers [60,60].

### 15.6.1 Transgenerational Effects

Emerging evidence from small animal models suggests that induced phenotypes can pass to more than one generation by a non-genomic mechanism. In rats, feeding a PR diet to the F0 generation during pregnancy results in elevated blood pressure, endothelial dysfunction, and insulin resistance in the F1 and F2 generations [105–107] despite adequate nutrition during pregnancy in the F1 generation. The adverse effects on glucose homeostasis of feeding a PR during pregnancy in the F0 generation have been found in the offspring up to F3 generation [108]. The administration of dexamethasone to dams in late pregnancy induced increased expression of the glucocorticoid receptor (GR) and its target gene phosphoenolpyruvate carboxykinase (PEPCK) in the liver of the F1 and F2, but not F3, offspring [109]. These findings raise the important issue that assessment of true non-genomic transmission between generations requires studies which continue to at least the F3 generation [110].

There is substantial evidence for transgenerational epigenetic inheritance in non-mammalian species and its role in evolutionary biology has been reviewed [111,112]. Although epidemiological and experimental studies have shown transmission of induced phenotypes between generations, to date only one study has reported transmission of nutritionally induced epigenetic marks between generations [96]. The tendency towards obesity in A\(^{+}\)Y mice is exacerbated thorough successive generations [113]. Transmission of the obese phenotype was prevented by supplementation of females with a methyl donors and cofactors, although this was not associated with a change in the methylation status of the A\(^{+}\)Y locus.

The mechanism by which induced epigenetic marks are transmitted to subsequent generations is not known, although studies have begun to unpick the mechanisms involved [114]. When the transmission is only to the F2 generation, a direct effect of the diet fed to the F0 dams on
germ cells which gave rise to the F2 offspring cannot be ruled out. Sequential transmission
from F1 to F2, and possibly beyond, would involve induction in the germline of altered
epigenetic marks and such changes in DNA methylation would have to be preserved during
genome-wide demethylation during fertilization, possibly by a similar mechanism to that
which preserves the methylation of imprinted genes and/or by targeted preservation of
 nucleosome structure as occurs for specific developmental genes during spermatogenesis
[115]. An alternative possibility is that prenatal nutritional constraint induces physical or
physiological changes in the female which, in turn, restrict the intrauterine environment in
which her offspring develop. In this case, transmission of an altered phenotype between
generations would involve induction of changes in gene methylation de novo in each
generation. If so, the magnitude of the induced effect, epigenetic or phenotypic, might differ
between generations.

15.6.2 Mechanism of Epigenetic Change
The processes by which environmental cues induce altered epigenetic regulation in the embryo
remain unknown. Studies in liver from juvenile offspring have, however, provided some
insights. Feeding a PR diet to pregnant rats induced lower Dnmt1 expression and reduced
binding of Dnmt1 at the GR promoter [94]. However, the expression of Dnmt3a, Dnmt3b, and
MBD-2, and binding of Dnmt3a at the GR promoter were unaltered [94]. This suggests that
hypomethylation of the hepatic GR promoter in the offspring, and probably other genes
including PPARγ, is induced by reduced capacity to maintain patterns of cytosine methylation
during mitosis rather than failure of methylation de novo or active demethylation [94,99].
This is consistent with lower MeCP2 binding and increased histone modifications which
facilitate transcription at the GR promoter. Reduced Dnmt1 activity might be expected to result
in global demethylation. However, studies in vitro show loss of Dnmt1-induced demethyla-
tion of only a subset of genes [116,117]. This indicates that Dnmt1 is targeted to specific genes,
consistent with selective hypomethylation in the liver in the PR offspring [44]. Dnmt1 activity
is also required for progression through mitosis [118] and its expression is substantially
reduced in non-proliferating cells [119]. Thus, suppression of Dnmt1 activity in the preim-
plantation period could also account for the changes in the number of cell types during early
embryonic development in this model [120]. However, recent studies have shown that 5-
methylcytosine (5mC) is not the only epigenetic mark of DNA itself, and the role of TET (Ten-
eleven-translocation) proteins must also be considered. Tet1, is an enzyme which catalyzes the
conversion of 5-methylcytosine (5mC) to 5-hydroxymethylcytosine [121,122] and has
therefore been considered as a promising candidate for demethylation. The discovery of 5hmC
in the mouse cerebellum [123] and in embryonic stem cells (ESCs) [124] has led to the
hypothesis that 5hmC may be an intermediate in the removal of 5mC. Studies have shown
that 5hmC levels across the genome are low, consistent with the hypothesis that these may be
short-lived. Alternatively, 5hmC may be an epigenetic modification in its own right, attracting
its own chromatin or transcriptional modifications. The mark is significantly enriched in CpG
dinucleotides within genes, particularly at exons and this has been found to be associated with
gene expression as well as polycomb-mediated silencing [125]. Genome-wide profiling
methods have also shown that the distribution of 5hmC is distinct to that of 5mC [125]. In
ESCs Tet1 is the primary Tet enzyme and is repressed following differentiation into embryoid
bodies, which correlates with a reduction in 5hmC levels [124]. High levels of Tet1 in
primordial germ cells have also been observed [126] suggesting that Tet1 is associated with the
pluripotent state.

15.6.3 Animal Models of Maternal Nutrition and Epigenetic Alterations
It is clear that some individuals are more predisposed than others to obesity-associated
diseases. It is difficult to identify those individuals most at risk and those who would most
benefit from individualized monitoring and care. It is important to remember that all fat is not
equal and that the site of fat accumulation can have important implications [127]. In the worst instances preferential accumulation of fat occurs in visceral adipose tissue and ectopic fat deposition in insulin-sensitive tissues such as muscle, liver, and pancreas, which correlates strongly with severe generalized insulin resistance due to the development of a chronic inflammatory state partly due to infiltration of adipose tissue by macrophages.

Supplementation of the maternal PR diet with glycine [128] or folic acid [33] has been shown to prevent the induction of hypertension and endothelial dysfunction in the offspring. Folic acid supplementation of the PR diet was also shown [50] to prevent dyslipidemia in the adult offspring, in contrast to the same supplementation of the control diet, which induced impaired endothelial dysfunction and dyslipidemia in the offspring [33,50]. Earlier studies have shown that this supplementation prevents hypomethylation of the PPARα and GR promoters in the liver of offspring. A more detailed analysis of the promoters of these genes showed that an increase in maternal folic acid intake induced subtle changes in gene regulation and altered the methylation of individual CpGs dependent on the supplementation given [95]. Animal studies have also identified puberty as a key time for intervention. Folic acid supplementation of the diet of rats during their juvenile-pubertal period [129] was found to induce impaired lipid homeostasis in addition to increased weight gain. These effects were seen irrespective of the maternal diet given and were associated with altered methylation status of specific genes in the liver.

These observations are supportive of the view that puberty is a time of increased instability of the epigenome. In this particular instance the phenotypic changes were undesirable. However, this study highlights the ability to alter effects of prenatal nutrition with interventions during puberty. Studies carried out by Waterland and colleagues on a mouse model of obesity [113] were also able to demonstrate that obesity in offspring could be prevented by appropriate supplementation of the maternal diet. The mouse AVy allele results from a transposition of a murine intracisternal A particle retrotransposon upstream of the agouti gene. The agouti signaling molecule induces yellow pigmentation in the hair follicles as well as antagonizing satiety signaling at the melanocortin 4 receptor in the hypothalamus; as a result the mice have yellow coats and are prone to hyperphagic obesity. In these studies the altered AVy allele was passed through three successive generations of Ay/AY females and a cumulative effect on coat color and obesity was observed. This study was carried out on two populations of mice in parallel; one fed a standard diet, the other a methyl-supplemented diet that induces DNA hypermethylation during development. The work found that maternal obesity could cause transgenerational amplification of increased body weight and that a methyl-supplemented diet was able to prevent this effect. This confirms that epigenetic mechanisms such as methylation play a role in the transgenerational increases in mammalian obesity, but also provides evidence that dietary intervention during pregnancy to prevent obesity is possible. These initial studies point to the need for further work to determine whether increased adiposity occurs as a result of increased energy intake, decreased energy expenditure, or both. For this information to be of clinical value further studies will be required to elucidate a causal relationship between DNA methylation and obesity. Having an understanding of the epigenetic mechanisms which underlie the observed increase in obesity presents the opportunity to prevent or reverse further increases in obesity.

Among the best-characterized of the animal models of intervention is neonatal leptin treatment. Leptin is produced by white adipose tissue and plays a key role in maintaining body weight homeostasis [130]. Leptin was initially proposed as an antiobesity therapy to reduce food intake. However, measurement of serum leptin levels in obese subjects showed that circulating leptin levels were in most cases elevated, in keeping with a state of leptin resistance. More recent studies have shown that leptin has a broader range of functions than first thought and that it is particularly important during growth and development. Leptin measurements in the serum of mice show that leptin levels drop during intrauterine and early postnatal life.
before increasing 5–10-fold at postnatal days 5–10. Breast milk contains leptin and it is thought that this may contribute to the circulating levels in the neonate. However, the source of this leptin surge is controversial with work in rodents suggesting that it is derived entirely from the developing neonate [131]. Cord blood leptin levels reflect neonatal fat mass and low cord blood leptin levels are associated with rapid postnatal weight gain in small-for-gestational-age infants. Studies carried out by Vickers et al. in New Zealand [132] examined neonatal leptin treatment of rats in whom maternal undernutrition during pregnancy results in offspring obesity, hyperinsulinemia, and hyperleptinemia, especially in the presence of a high-fat postnatal diet. Treatment with leptin from postnatal days 3–13 resulted in a slowing of neonatal weight gain, particularly in programmed offspring, and normalized calorie intake, locomotor activity, body weight, fat mass, insulin and leptin concentrations. This was in contrast to the control animals that were given a saline substitute, which were observed to develop all of the features listed above. This study was able to demonstrate that the effects of developmental programming are potentially reversible if intervention is made during a period of developmental plasticity, in this instance the neonatal period.

15.6.4 Human Studies of Maternal Nutrition and Epigenetic Alterations

At present there are sparse data linking maternal nutrition to epigenetic changes in human offspring. A study of genomic DNA prepared from the blood of adults who were in utero during the Dutch Hunger Winter has revealed differences in the methylation of the differentially methylated region of the imprinted insulin-like growth factor-2 gene (IGF2 DMR). This study has revealed that adults who were in utero during the famine have this region of the gene hypomethylated. Comparisons made using same-sex siblings whose gestation was unaffected by the famine reveal that the mean level of methylation of this region was 52% in exposed individuals as compared to 49% in those who were unexposed [133]. Further studies [134] of people exposed to the Dutch Hunger Winter famine have provided evidence that periconceptional famine exposure may alter methylation of the promoter region of imprinted and non-imprinted genes which are implicated in growth and metabolic disease such as the imprinted genes INSSIGN and MEG3 (which were hypomethylated, respectively). Some evidence of altered methylation in non-imprinted genes was observed. However, differences between unexposed and exposed subjects were very small and within the range of error for the technique used to measure methylation. A recent study looking at the whole blood methylation levels of the IGF2 DMR in the children of mothers who took a 400 μg supplement of folic acid during pregnancy was found to be 49.5% as compared to 47.4% in those mothers not taking the supplement. This study provides further evidence that in humans, maternal nutrition can have an effect on the epigenetic process and levels of methylation in the fetus [135]. Studies of patients with hyperhomocysteinemia have also been supportive of the notion that folate therapy can alter methylation status of specific genes. Hyperhomocysteinemia (defined as a blood homocysteine concentration above 15 μmol/l) is associated with increased risk of thrombosis, myocardial infarction, and stroke and is known to occur in patients with several genetically determined disorders as well as being highly prevalent in patients with uremia. Comparison of methylation levels in leukocytes of normal versus diseased patients revealed that total DNA hypomethylation was increased in hyperhomocysteinemia; however, treatment of patients using folate therapy was found to restore methylation to normal levels in addition to correcting patterns of gene expression [136].

15.7 IDENTIFICATION OF PREDICTIVE EPIGENETIC MARKERS OF FUTURE OBESITY

The evidence to date in both animal models and in humans suggests that the early-life environment, particularly variations in nutrition, can induce epigenetic alterations in the fetus which then persist throughout the lifecourse, leading to long-term changes in gene expression
and phenotype and an altered susceptibility to disease. Characterization of such altered epigenetic marks in early life may allow the identification of individuals at risk of later obesity, enabling early intervention and the development of new therapies. Such concepts are fundamental to current lifecourse strategies to the prevention and treatment of NCDs, including obesity (Figure 15.1).

Proof of concept for a potential role of epigenetic biomarkers in such a lifecourse approach has recently been published. Measurements of the epigenetic profile of a number of genes in umbilical cord tissue at birth were found [137] to predict phenotypic outcomes in childhood independent of birthweight. Greater methylation of a single CpG within the retinoid X receptor alpha (RXRA) promoter measured in umbilical cord was strongly associated with greater adiposity in later childhood. Perinatal measurements of DNA methylation explained >25% of the variance in childhood adiposity. These findings were replicated in a second independent cohort. Given the complexities of retinoid receptor biology, increased RXRA methylation might be acting through a variety of pathways, but an association between increased RXRA methylation and adiposity is consistent with the observation of strongly diminished RXRA expression in visceral white adipose tissue from obese mice [138]. Moreover, a role for retinoid receptor methylation in developmental influences on later adiposity is supported by recent experimental data showing an influence of maternal diet during pregnancy on methylation of LXRA, a heterodimeric partner of RXRA [139].

In the above human studies, associations were also observed between levels of RXRA methylation and the mothers’ carbohydrate intake in early pregnancy, supportive of the concept that nutritional conditions in early pregnancy can affect a child’s adiposity in later life. The work has provided novel evidence for the importance of the developmental contribution to later adiposity and was able to clearly show that specific components of the epigenetic state at birth could be used to predict adiposity in later childhood. The associations between the methylation of this CpG and both maternal diet and child’s phenotype are supportive of the notion that epigenetic processes are able to exert a fine control on developmental outcomes and therefore these epigenetic measurements taken at birth could have prognostic value. It is not known whether methylation in readily available tissue such as blood, buccal, or in this case umbilical cord

![FIGURE 15.1](image-url)

**FIGURE 15.1** Non-communicable diseases (NCDs) do not fit the medical model in which an individual is healthy until they contract the disease. Risk increases throughout the lifecourse as a result of declining plasticity (green triangle) and the resulting accumulative effects of inadequate responses to new challenges (brown triangle). However, although the greatest increase occurs in adult life, the trajectory is set much earlier, being influenced by factors such as the mother’s diet and body composition before and during pregnancy, and fetal, infant, and childhood nutrition and development. Adopting a lifecourse perspective allows identification of phenotype and markers of risk early, with the possibility of nutritional and other lifestyle interventions. Timely, relatively modest interventions in early life (red area) can have a large effect on disease risk later (red arrow), while later intervention (pink area) can remain impactful for vulnerable groups (pink arrow). Early-life preventive measures require a long-term investment, but are more likely to be effective than population screening programs that identify the early stages of disease or treatments initiated after the disease is manifest. This figure is reproduced in the color plate section.
reflects the levels of methylation in other tissue. In a recent study by Heijmans and colleagues in the Netherlands [140] comparison of methylation of candidate loci in blood and buccal cells found that in half of the loci tested DNA methylation measured in blood was a marker for that in buccal cells, despite the fact that these cell types stem from different germ layers (mesoderm and ectoderm, respectively). In other studies DNA methylation in blood has been shown to serve as a marker for methylation measured in colon tissue [141,142]. However there are clearly well-documented tissue-specific differences in gene methylation observed and much more research is required to determine whether methylation levels in blood, buccal, or cord may provide useful proxy markers of methylation in more metabolically relevant tissues and whether such marks can then be used as predictive markers of future disease risk.

15.8 CONCLUSIONS

There is now a considerable body of evidence to suggest that variations in the quality of the early life environment induce a differential risk of obesity and subsequent non-communicable diseases in later life. Furthermore, elements of the heritable or familial component of disease susceptibility may be transmitted by non-genomic means. Studies have shown that the mechanisms include altered methylation of DNA and covalent modification of histones. This non-genomic tuning of the phenotype through developmental plasticity has adaptive value because it attempts to match the individual’s responses to the predicted future environment based on cues received during development. When the responses are mismatched the risk of subsequent obesity rises. Epigenetic processes such as those induced by the mother’s diet and body composition before and during pregnancy and during the early life of the child set the trajectory for obesity during the lifecourse of the individual. The demonstration of a role for altered epigenetic regulation of genes in the developmental induction of obesity in early life and the identification of obesity biomarkers points to the possibility of nutritional or lifestyle interventions or perhaps pharmacological interventions which could modify long-term obesity risk and reverse the current epidemic of obesity.
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16.1 INTRODUCTION
Diabetes is characterized by chronic hyperglycemia and, according to the World Health Organization (WHO), the definition of chronic hyperglycemia is a fasting plasma glucose concentration ≥7.0 mmol/l and/or plasma glucose ≥11.1 mmol/l 2 hours after a 75-g oral glucose load measured on two occasions [1]. There are different subtypes of diabetes, the most well-characterized being type 1 diabetes, which is an autoimmune disease and type 2 diabetes, which is a polygenic multifactorial disease that develops due to impaired insulin secretion from pancreatic beta cells in combination with impaired insulin action in target tissues, maturity-onset diabetes of the young (MODY), which is a group of monogenic forms of diabetes, latent autoimmune diabetes in adults (LADA) and maternally inherited diabetes and deafness (MIDD). The prevalence of diabetes is increasing worldwide, particularly in developing countries, and the disease has reached epidemic proportions [2]. Due to a sedentary lifestyle and an increasing age of many populations, type 2 diabetes is not only the most common form of diabetes but also the subtype increasing the most. This chapter will mainly focus on epigenetic mechanisms influencing the development of type 2 diabetes.

It is well established that combinations of non-genetic and genetic risk factors influence the susceptibility for type 2 diabetes. A sedentary lifestyle, including high-calorie food intake, obesity, and physical inactivity, as well as aging, represent non-genetic risk factors for type 2 diabetes. The genetic contribution has been confirmed by family and twin studies [3]. Moreover, recent genome-wide association studies have identified more than 40 polymorphisms associated with an increased risk for the disease [4–13]. Although most of the initial genome-wide analyses were performed in Europeans, many of the identified polymorphisms do also confer risk of type 2 diabetes in other populations [14,15]. There is further a growing body of research suggesting that epigenetic mechanisms may affect the pathogenesis of type 2 diabetes and this chapter will provide some insights into the role of epigenetics in type 2 diabetes.
16.2 EPIGENETIC MECHANISMS

The epigenome, including DNA methylation and histone modifications, plays a key role in controlling the function of the genome. Even though different mammalian cell types in a body contain the same genomic DNA, they have a cell-specific gene expression pattern influencing their phenotype. Epigenetic modifications include chemical modifications of both the DNA sequence itself and of the proteins it is wrapped around, the histones, and are mechanisms used to control this cell-specific gene expression [16]. Cells do also use epigenetic modifications for parental imprinting, X-chromosome inactivation, to regulate cell differentiation and to silence non-coding DNA regions. Epigenetics can be described as heritable changes in gene function that occur without a change in the nucleotide sequence and epigenetic modifications can be transferred between one cell generation and the next (mitotic inheritance) and between generations (meiotic inheritance) [17]. However, although it is well-established that epigenetic modifications can be inherited between generations in plants, there are only a limited number of studies suggesting that this is also the case in mammals [18–21]. In differentiated mammalian cells, DNA methylation mainly takes place on cytosine residues in CG dinucleotides [22]. An increased degree of DNA methylation has been associated with transcriptional silencing through either repressing the binding of transcription factors to the promoter regions or by the recruitment of proteins that specifically bind to methylated CGs, methyl-CG-binding proteins, which can further recruit proteins that close down the chromatin structure. Two groups of methyltransferases are responsible for DNA methylation: DNMT1, which maintains methylation during replication through copying the DNA methylation pattern between cell generations, and DNMT3a and DNMT3b, which are responsible for de novo methylation. Histone modifications can be associated with either an active or repressive state, depending on where the modifications take place [23]. Moreover, numerous different enzymes are responsible for generating these histone modifications [24]. While emerging data demonstrate that the epigenome is dynamic and may change in response to environmental exposures, including risk factors for type 2 diabetes, it is further possible that the epigenetic changes induced by today’s sedentary lifestyle may be inherited by future generations [25].

16.3 EPIGENETICS, INSULIN SECRETION, AND DIABETES

Insulin is a key hormone regulating metabolic homeostasis. The secretion of insulin is controlled by fuel metabolism in pancreatic beta cells. When blood glucose levels rise, glucose is transported into the beta cells where it is metabolized to generate elevated ATP/ADP levels, which triggers exocytosis of insulin [26]. Pancreatic insulin secretion is determined both by the total beta cell mass and the function of each individual cell. Type 2 diabetes develops when the insulin secretion is not sufficient to maintain normoglycemia. Both genetic and non-genetic risk factors are known to affect insulin secretion [11–13,27–30]. Moreover, recent studies from our group and others have examined whether changes in DNA methylation and histone modification may play in role in the regulation of insulin secretion. Kuroda et al. hypothesized that since the DNA region surrounding the insulin gene is imprinted, the gene encoding insulin may be regulated by DNA methylation [31]. They demonstrated that the insulin promoter is demethylated in the insulin-producing beta cells compared with other cell types not expressing insulin. Moreover, using a reporter gene construct they showed that increased DNA methylation reduces the expression of the insulin gene. In particular, DNA methylation of a CpG site 182 bp upstream of the insulin promoter, which is part of a cyclic adenosine monophosphate (cAMP) responsive element (CRE), influences the expression of this gene. Mutskov et al. have further shown that the insulin gene is part of a large open chromatin domain in human islets and it displays high levels of histone modifications (hyperacetylation of H4 and dimethylation of H3 lysine 4) typical of active genes [32,33]. To examine if the epigenetic regulation of the insulin gene plays a role in patients with type 2 diabetes, we studied pancreatic islets from diabetic and non-diabetic donors as well as FACS-sorted beta and alpha cells from human islets [34]. We found that four CpG sites, located 234,
180, and 102 bp upstream and 63 bp downstream of the transcription start site respectively, showed increased DNA methylation in islets from type 2 diabetic compared with non-diabetic individuals. Moreover glucose-stimulated insulin secretion, insulin content and insulin expression were reduced in pancreatic islets from the patients with type 2 diabetes [34]. We further showed that DNA methylation of the insulin promoter was increased in alpha compared with beta cells from human donors, proposing that DNA methylation may play an important role in regulating cell-specific insulin gene expression. In agreement with the functional luciferase experiments performed by Kuroda et al., demonstrating a negative effect of DNA methylation on insulin expression, we found a strong negative correlation between the level of methylation and insulin gene expression in human pancreatic islets. As type 2 diabetes is characterized by hyperglycemia and patients with the disease often have elevated HbA1c levels, we also investigated the relation between insulin DNA methylation and HbA1c. Indeed, the level of insulin promoter DNA methylation in the human islets correlated positively with HbA1c levels, suggesting that high levels of glucose may increase methylation of the insulin gene. This hypothesis was further confirmed in clonal beta cells, where cells exposed to high levels of glucose for 48 hours showed increased insulin promoter DNA methylation compared with cells cultured in normal levels of glucose [34].

Insulin secretion is increased in response to nutrient stimulation and metabolism, which leads to elevated ATP/ADP levels in the pancreatic beta cells. Since this process requires a sufficient mitochondrial metabolism and oxidative phosphorylation, it is of no surprise that mitochondrial dysfunctions have been implicated in impaired insulin secretion and type 2 diabetes [11,26,29,35–37]. While common genetic variation near genes influencing oxidative phosphorylation is associated with impaired insulin secretion, we have also shown that epigenetic variation may reduce the expression of genes involved in oxidative phosphorylation (OXPHOS genes) in human pancreatic islets [11,29,36,37]. The transcriptional coactivator PGC-1α (encoded by PPARGC1A) regulates the expression of multiple genes with key functions within the mitochondria and it may hence affect ATP production and possibly insulin secretion in pancreatic beta cells. Indeed, while the expression of PGC-1α correlates positively with insulin secretion, it is reduced in pancreatic islets from patients with type 2 diabetes [37]. We further found that DNA methylation of the PPARGC1A gene is increased in pancreatic islets from diabetic patients, proposing that epigenetic modifications may affect gene expression and subsequently insulin secretion. In a different study, it was shown that the expression of OXPHOS genes was reduced in islets from diabetic patients [36]. DNA methylation was analyzed in the promoter region of a subset of the OXPHOS genes showing reduced expression, however, there were no differences in methylation of the studied genes due to diabetes. Nevertheless, a negative correlation was found between the level of expression and DNA methylation for one OXPHOS gene, COXII. Future studies are needed to further dissect the role for DNA methylation in the regulation of gene expression and insulin secretion in islets from patients with type 2 diabetes.

Two recent studies have performed genome-wide analyses of histone modifications in human pancreatic islets [38,39]. Bhandare et al. analyzed two histone marks associated with gene activation (H3K4me1 and H3K4me2) and one histone mark associated with gene repression (H3K27me3) in human islets and identified relationships between these histone modifications and gene expression. They further identified 18 polymorphisms, previously associated with type 2 diabetes, located within 500 bp of an H3K4me1 GLITR region and suggest that since H3K4me1 is frequently associated with enhancer regions, these SNPs have the potential to affect gene expression [38]. Stützel et al. did also analyze two histone marks associated with gene activation (H3K4me1 and H3K4me3) and one histone mark associated with gene repression (H3K79me2) in human pancreatic islets and they propose to use their data as a snapshot of the epigenome in human islets [39]. A different method to analyze the chromatin structure is through the use of a formaldehyde-assisted isolation of regulatory elements (FAIRE) assay [40]. Using this approach, approximately 80 000 open chromatin sites in
Human pancreatic islets have been identified. Interestingly, one polymorphism previously associated with type 2 diabetes and located close to the \textit{TCF7L2} gene was found to be located in one of these islet-selective open chromatin regions.

In humans, an adverse intrauterine environment has been associated with an increased risk for diabetes and metabolic disease in postnatal life [41–48]. Inadequate nutrition may lead to chronic alterations in the body’s ability to maintain metabolism, hormone levels, and the cell number of important organs [49]. Intrauterine growth restriction could be due to maternal, placental, or genetic factors, and this perturbed environment in early life is thought to affect physiological and cellular adaptive responses in key organs, as summarized in Figure 16.1. The association with susceptibility of metabolic disease in adult life suggests permanent alterations, a cell memory, potentially mediated by epigenetic mechanisms taking place in utero [50,51]. Supportively, rodents exposed to an adverse intrauterine environment show impaired insulin secretion and develop diabetes in adult life due to epigenetic modifications that take place during embryonic development [52–55]. Pancreatic duodenal homeobox 1 (PDX-1) is a homeodomain-containing transcription factor that plays a key role in pancreas development and function and patients with certain mutations in \textit{PDX-1} develop a monogenic form of diabetes (MODY4) [56]. Knockout animals lacking Pdx-1 expression in beta cells develop diabetes due to impaired insulin secretion [57]. Moreover, intrauterine growth retardation in rodents results in a decline in islet Pdx-1 expression and diabetes of the offspring [52]. This decline in Pdx-1 expression is also associated with progressive changes in epigenetic modifications including histone modification and DNA methylation at the Pdx-1 locus. A recent study showed that when these animals were treated with Exendin-4, a long-acting glucagon-like peptide-1 (GLP-1) analog, in the newborn period, the development of diabetes was prevented due to increased islet Pdx-1 expression and epigenetic changes [55]. A genome-wide analysis of DNA methylation in islets from rodents exposed to an intrauterine growth retardation did further show epigenetic changes of genes regulating beta cell proliferation, insulin secretion, and vascularization [54]. An additional candidate gene for type 2 diabetes and MODY is \textit{HNF4A}. A maternal low-protein diet was associated with reduced Hnf4a expression and epigenetic changes in islets of rodent offspring [53]. This phenotype was further associated with impaired insulin secretion and diabetes. In addition, this study showed that epigenetic modifications of \textit{Hnf4a} controlled the expression from tissue-specific promoters in both rodent and human islets.

Overall, these studies demonstrate that epigenetic changes in pancreatic islets and beta cells may affect the expression of candidate genes for type 2 diabetes and hence insulin secretion and risk for disease.

\textbf{FIGURE 16.1}
Intrauterine environment, epigenetic programming, and the development of type 2 diabetes.
16.4 EPIGENETICS, INSULIN RESISTANCE, AND DIABETES

Insulin resistance is a condition when cells in the body become unable to respond to normal amounts of insulin. This results in impaired glucose clearance from the blood and failure to suppress hepatic glucose production, both of which contribute to hyperglycemia. The major target organs for insulin are skeletal muscle and the liver, as these are the sites where the major glucose uptake occurs. Adipose tissue only accounts for a small proportion of glucose clearance, but it is still important in maintaining normoglycemia as insulin resistance in fat cells results in increased hydrolysis of triglycerides, which may further increase insulin resistance.

Reduced oxidative capacity of the mitochondria in skeletal muscle has been suggested to contribute to insulin resistance and type 2 diabetes [58]. Moreover, the expression of genes influencing oxidative phosphorylation (OXPHOS genes) has been shown to be down-regulated in skeletal muscle from patients with type 2 diabetes [59–62]. One of these OXPHOS genes, COX7A1, was selected as a candidate to investigate the impact of genetic, epigenetic, and non-genetic factors on the gene expression in human skeletal muscle [63]. This study observed an age-related increase in DNA methylation of the COX7A1 promoter as well as a decrease in mRNA expression of this gene in human skeletal muscle. Additionally, there was a positive correlation between COX7A1 mRNA expression and insulin-stimulated glucose uptake and also a genetic component influencing gene expression. This proposes a mechanism for regulation of COX7A1 in human skeletal muscle involving age, epigenetic, and genetic variation, which in turn could affect in vivo metabolism [63].

NDUFB6 is another example of a gene, which encodes for a protein of the respiratory chain, with decreased gene expression in muscle from diabetic patients [59]. To determine whether this defect is inherited or acquired, our group investigated the association of genetic, epigenetic, and non-genetic factors with the mRNA expression of NDUFB6 [64]. We found a polymorphism (rs629566) in the NDUFB6 promoter region that was associated with a decline in muscle NDUFB6 expression with age. Young subjects carrying the rs629566 G/G genotype exhibited higher muscle NDUFB6 expression, but this genotype was associated with reduced expression in elderly subjects. This was explained by the finding of increased DNA methylation in the promoter of elderly, but not young subjects, carrying the G/G genotype. Moreover, this polymorphism introduced a CG dinucleotide introducing a possible DNA methylation site. The degree of DNA methylation correlated negatively with muscle NDUFB6 expression, which in turn was associated with insulin sensitivity. This provides an example of how genetic and epigenetic factors may interact to increase age-dependent susceptibility to insulin resistance [64].

PPARGC1A is a key regulator of the OXPHOS genes, and it seems to be differentially methylated not only in pancreatic islets, having a role in insulin secretion [37], but also in human skeletal muscle, possibly contributing to insulin resistance [65,66]. The study by Brons et al. showed that when individuals born with a low birth weight are challenged with a high-fat diet they develop insulin resistance and reduced expression of both PPARGC1A and down-stream OXPHOS genes. A novel finding in this study was that individuals with a low birth weight had a constitutive increase in PPARGC1A promoter DNA methylation, whereas in contrast, those born with a normal birth weight were able to reverse the changes in DNA methylation induced by the high-fat diet. Supportively, a genome-wide promoter screening of DNA methylation demonstrated epigenetic modifications of the PPARGC1A promoter in skeletal muscle from patients with type 2 diabetes [65]. Their methylation levels correlated negatively with PPARGC1A mRNA and mitochondrial DNA, and interestingly the highest proportion of cytosine methylation was found in non-CpG nucleotides.

An adverse intrauterine environment could affect not only insulin secretion, but also insulin resistance (Figure 16.1). One potential explanation for this is that epigenetic mechanisms may drive a state that is beneficial for the fetus, for example insulin resistance, which in adult life
facilitates the development of type 2 diabetes and the metabolic syndrome when exposed to an obesogenic environment [67]. Human studies in this area are still sparse, but recent animal studies show promising support of this idea. For example Lillycrop et al. have shown a model in rats where a maternal low-protein diet induces persistent, gene-specific epigenetic changes that alter mRNA expression in the liver. These changes can be reversed by folic acid supplementation during pregnancy, suggesting that changes in DNA methylation may reflect an impaired supply of folic acid from the mother [68–70]. Dietary protein restriction of pregnant rats induces, and folic acid supplementation prevents, epigenetic modification of hepatic gene expression in the offspring. In humans, the Dutch Hunger Winter provides an example where the offspring to pregnant women exposed to famine show increases in insulin levels, suggesting an association with insulin resistance [41]. Furthermore, in those individuals exposed to famine, changes in DNA methylation were present six decades later, including decreased DNA methylation in the promoters of IGF2 and INSIG2, and increased DNA methylation in the promoters of IL10, LEP, ABCA1, GNASAS, and MEG3 [50,51].

16.5 PROSPECTIVE

Although there has been substantial progress in the field of epigenetics in human diabetes, additional genome-wide and functional studies are needed to fully dissect and understand the impact of epigenetic modifications in the pathogenesis of the disease. Future studies need to be carried out in several organs under different environmental conditions, since there are multiple environmental risk factors for type 2 diabetes that target different organs. It is possible that these studies will generate information that can be used in the prediction and prevention of type 2 diabetes. Moreover, in the future it is possible that new drugs targeting epigenetic factors can be developed for patients with type 2 diabetes.
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17.1 THE PROBLEM OF DIABETES

Diabetes is a lifelong (chronic) disease in which high levels of the sugar glucose are present in the blood. The body produces a hormone, insulin, which regulates blood sugar levels by moving glucose from the bloodstream into muscle, fat, and liver cells, to be used as fuel. Diabetes is essentially a consequence of the body's failure to regulate blood sugar caused primarily by having (a) too little insulin, (b) developing resistance to insulin, or (c) both. Complications associated with diabetes include kidney failure, non-traumatic lower-limb amputations, blindness and diabetes is a major cause of heart disease and stroke [1,2].

Globally, diabetes (and in particular type 2 diabetes) represents a major challenge to world health. According to the WHO more than 220 million people worldwide have diabetes, and it projects that diabetes deaths will double between 2005 and 2030 [3].

In 2010 for the USA alone, diabetes was calculated to affect 25.8 million people, representing approximately 8.3% of the population [4]. Estimated global healthcare expenditures to treat and prevent diabetes and its complications are expected to total at least US Dollar (USD) 376 billion in 2010. By 2030, this number is projected to exceed some USD490 billion [5].

Economically, the cost of diabetes to nations has significant consequences. For example it is estimated that in the period 2006–2015, China will lose $558 billion in foregone national income due to heart disease, stroke, and diabetes alone [3].

Diabetes is a complex syndrome of dysregulation of carbohydrate and lipid metabolism due primarily to beta cell dysfunction associated with a variable degree of insulin resistance. It is clear that a complex interplay between environmental, nutritional, and genetic factors play a role in diabetes pathogenesis. Nevertheless, it is my contention that a common thread, that of histone and transcription factor/protein acetylation links many of the currently identified pathways known to be involved with diabetes pathogenesis. Over the following sections, I will attempt to link these diverse observations into a single unified concept, on the therapeutic potential of targeting HDACs for the treatment of diabetes.

17.2 EPIGENETICS

Epigenetic regulation of gene expression involves stable and heritable changes in gene expression which are not due to changes in the primary DNA sequence. Current known epigenetic mechanisms involve the following: DNA CpG methylation, histone post-translational modifications (PTMs), gene imprinting, and non-coding RNA (ncRNA) (Figure 17.1).

17.2.1 DNA CpG Methylation

DNA CpG methylation was the first epigenetic mechanism identified. In mammalian cells, DNA methylation occurs mainly at the C5 position of CpG dinucleotides and is carried out by
two general classes of enzymatic activities — maintenance methylation and de novo methylation. The enzymes which transfer these methyl groups are the DNA methyltransferases (DNMTs) [6]. The enzymes and mechanisms for demethylation remain to be elucidated, with base excision repair emerging as the leading candidate [7].

17.2.2 Histone PTMs

The “histone code” is a well-established hypothesis describing the idea that specific patterns of post-translational modifications to histones act like a molecular “code” recognized and used by non-histone proteins to regulate specific chromatin functions [8–10]. This initial concept may however be too simplistic, and it has now been suggested that this “code” should be considered to be more like a “language”, whereby PTMs provide more “nuanced” or “context-dependent” effects [11].

These modifications include acetylation, methylation, phosphorylation, sumoylation, and ubiquitination, and various families of proteins have been identified which function to place or remove these PTMs. The best studied of these families are the lysine acetyltransferases or K-acetyltransferases (KATs), histone deacetylases (HDACs), K-methyltransferases (KMTs), and K-demethylases (KDMs) [12].

K-acetyltransferases (KATs), also known as histone acetyltransferases [12], function to covalently add acetyl groups to lysine residues on proteins, and histone deacetylases (HDACs) function to remove acetyl groups [13]. K-methyltransferases (KMTs) add mono-, di-, or trimethyl groups to lysine residues [14], while HDACs and K-demethylases (KDMs) remove these respective modifications [12]. These PTMs play important roles on many proteins in addition to histones and may in fact involve a “protein code” exemplified by the proteins p53 [15] and NFκB [16,17]. The importance of these “non-epigenetic” modifications in the regulation of cellular processes can be exemplified by a recent study that found 3600 acetylation sites on 1750 proteins. To put these in context only 61 acetylation events were found on histones [18]. Nevertheless, if one considers all of the possible combinatorial possibilities for histone modifications, the known modifications on histone H3 alone could produce over one million distinct post-translational “signatures” [19].
17.2.3 microRNAs/Epi-microRNAs
microRNAs (miRNAs) are specialized forms of non-coding RNA (ncRNA). They consist of small, approximately 22 nucleotide single-stranded RNA molecules that regulate gene expression in cells by directly binding to and either degrading or translationally repressing targets and are emerging as key regulators of most, if not all, physiological processes. Altered miRNA expression is implicated in both diabetes [20] and obesity [21]. Some of these miRNAs have been shown to target epigenetic regulators which has led to this subset of miRNAs being described as “epi-miRNAs” [22].

17.3 ABERRANT EPIGENETIC REGULATION OF GENE EXPRESSION OR PROTEIN FUNCTION AS A CAUSE OF DIABETES
Previously the author has hypothesized that aberrant gene expression may be a fundamental issue in the development of diabetes [23]. Three central mechanisms exist (depicted in Figure 17.1) whereby aberrant gene expression could affect the expression of critical “diabetogenes”. (a) At a basic level, the activities of these enzymes can directly affect chromatin at target genes, and any alterations or disruptions of their activities could consequently lead to aberrant transcription of diabetogenes. (b) Alternatively, several proteins, which have been identified as the causative factors in monogenic autosomal dominant forms of type 2 diabetes (MODY), have also been shown to associate with KATs/HDACs [23]. Indeed some of the mutations identified in these proteins result in loss of association with KATs/HDACs, or lead to a loss in KAT enzymatic activity [23] (Table 17.1). (c) Alterations to the activities of KATs/HDACs may functionally result in the aberrant regulation of transcription of sets of target genes essential for normal cellular homeostasis/development in diabetes pathogenesis.

17.4 ABERRANT EPIGENETICS WITHIN THE DIABETIC SETTING
The following sections will discuss some of the evidence linking aberrant epigenetics with diabetes pathogenesis.

17.4.1 Aberrant DNA CpG Methylation and Diabetes
DNA CpG methylation was essentially the first epigenetic regulatory mechanism identified, and aberrant DNA CpG methylation was initially associated with transient neonatal diabetes [24,25]. Exciting new genome-wide methylation analyses have now revealed the presence of DNA methylation variations that predispose to both type 1 and type 2 diabetes [26–29], raising the possibility of epigenetic targeting of DNA methyltransferases. The transcriptional coactivator peroxisome proliferator-activated receptor gamma coactivator-1 alpha (PGC-1α) is a critical regulator of cellular metabolic control [30]. Research has shown that levels of PGC-1α are decreased in the muscle of patients with type 2 diabetes [31]. Additional studies have now shown that PGC-1α is also down-regulated in pancreatic islets of diabetics and that furthermore DNA methylation is involved with this down-regulation [32]. Intriguingly while Ling and colleagues found that this was due to DNA CpG methylation [32], non-CpG methylation has also been shown to be essential for the down-regulation of PGC-1α mRNA in myotubes isolated from diabetic patients [33]. As such targeting DNMTs may be a potential therapeutic modality in the treatment of patients with diabetes.

17.4.2 Aberrant Chromatin Regulatory Machinery and Diabetes
Strong evidence now links aberrant expression/regulation of gene expression by chromatin-modifying proteins involved with histone/protein PTMs. For instance, genome-wide association studies (GWAS) identified chromosomal region 6q21 as being linked to both type 1 and type 2 diabetes [34–37], and it is of interest that HDAC2 maps to this region. In support of this observation, among six HDACs tested (HDAC-1 through -5 and HDAC-8) in two diabetes
models (STZ-induced diabetic rats and db/db mice), only HDAC-2 activity was significantly increased and was associated with renal injury in these models, reflecting the diabetic nephropathy observed in human diabetes patients [38].

Indeed, one of the first indicators that histone-modifying enzymes may be a central element in diabetes came from a loss-of-function mouse model of KAT3A (CBP). In this model mice which were heterozygous for the mutant displayed increased insulin sensitivity and glucose tolerance, even though they present with a marked lipidystrophy of white adipose tissue [39]. Furthermore, knockout of another k-acetyltransferase KAT13B (SRC-3), prevents the development of obesity in mice, and improves insulin sensitivity by reducing levels of acetylation of PGC-1α [40]. KAT13B would appear to be an important regulator in diabetes pathogenesis as a knock-in model of KAT13B with various mutations displaying a phenotype with increased bodyweight and adiposity, coupled with reduced peripheral insulin sensitivity [41].

As previously stated above, elevated levels of HDAC-2 are associated with diabetic renal injury. The HDAC family comprises 18 members separated into four classes (classes I–IV) based on sequence identity and domain organization [13,42]. The “classical” HDACs comprise classes I, II, and IV and utilize Zn for their functional activity. The class III histone deacetylase are also known as Sirtuins or SIRTs. These HDACs, of which there are seven members, are nicotinamide adenine dinucleotide (NAD)-dependent [43], and strong
evidence for their roles in diabetes pathogenesis is emerging. For example, mice which have been bred to overexpress SIRT1 in their forebrain (especially females), exhibit increased fat accumulation accompanied by a significant up-regulation of adipogenic genes in white adipose tissue. Furthermore, glucose tolerance in these mice is impaired and is coupled with a decrease in Glut4 mRNA in their muscle [44]. In addition, specific overexpression of SIRT1 in the liver ameliorates systemic insulin resistance in mice via enhanced liver insulin receptor signaling, leading to decreased hepatic gluconeogenesis and improved glucose tolerance [45]. Furthermore, in livers of mice fed on an HFD (high-fat diet) compared with controls, hyperacetylation of proteins involved in gluconeogenesis, mitochondrial oxidative metabolism, liver injury, and the ER (endoplasmic reticulum) stress response, are observed which was found to be due to reduced SIRT3 activity [46]. SIRT6-null mice die from hypoglycemia, whereas in contrast, neural-specific deletion of Sirt6 in mice leads to obesity [47,48].

Lysine demethylases (KDMs) and lysine methyltransferases (KMTs) may also play functional roles in diabetes pathogenesis. For instance, prior hyperglycemia (“hyperglycemic memory”) causes increased recruitment of KDM1 (also known as LSD1) to the NFκB p65 subunit promoter [49]. Furthermore levels of KDM1 have been shown to be significantly decreased in the vascular smooth muscle cells of diabetic mice [50].

KMT7 (also known as SET7/9) has been shown to be a coactivator of NFκB, and in diabetic mice macrophages show increased recruitment of KMT7 at inflammatory genes [51], and the expression of KMT7 is enriched in pancreatic beta cells [52,53].

Taken together, it is clear that many of the enzymes/proteins involved with regulating histone/protein PTMs may play important roles in the pathogenesis of diabetes, and in particular those proteins which regulate histone/protein acetylation. In this regard, targeting HDACs may therefore be important for therapeutically targeting diabetes. In the next section we will discuss some of the results obtained for targeting these proteins within the diabetic setting.

EFFECTS OF HDACi ON DIABETOGENE EXPRESSION

The potential epigenetic basis for diabetes pathogenesis has been discussed in the previous chapter. The importance of histone acetylation in the regulation of genes central to diabetes pathogenesis can be highlighted by a recent genome-wide profiling analysis of human mesenchymal (bone marrow) stem cell-derived adipocytes. Using this technique Fraenkel and colleagues examined H3K56 acetylation (mediated by KAT3A (CBP) and KAT3B (p300), and deacetylated by SIRT1, SIRT2 and SIRT3) in adipocytes [54,55]. Critically, while this modification could be found across half the genome, the highest levels of H3K56 acetylation were associated with transcription factors and proteins in the adipokine signaling and type 2 diabetes pathways [54]. A full discussion on the effects of histone deacetylase inhibitors on these genes/pathways central to diabetes pathogenesis is beyond the remit of this chapter, and for the purposes of the following sections I will limit discussion of the effects of HDACi to a small sample of genes from various classes associated with diabetes and insulin sensitivity.

CLASS I — HORMONES

Insulin

Early studies identified chromatin remodeling involving histone acetylation as a critical regulatory mechanism of insulin biosynthesis in response to glucose levels [56–60]. Further functional analyses have shown that other important regulators of insulin expression including pancreatic and duodenal homeobox-1 (PDX-1) and neurogenic differentiation factor 1/beta-cell E-box transactivator 2 (NeuroD/BETA2) either associate with or require the activities of chromatin-modifying enzymes to regulate insulin expression [61,62]. Hypothalamic expression of KAT3A (CBP) and CBP-binding partner Special AT-rich sequence binding protein 1 (SATB-1) has been found to be highly correlated with lifespan across five strains of mice, and the expression of these genes decreases with both age and diabetes in mice [63].
The transcription factor KLF11 has also been shown to functionally associate with KAT3A (p300) in pancreatic beta cells to mediate the activation of Pdx-1, a master regulator of islet insulin-producing activity [64]. In addition, a novel KLF-KAT3A (p300) pathway for the regulation of insulin biosynthesis has recently been elucidated from studies of the homozygous c.-331 mutation within the insulin promoter associated with neonatal diabetes mellitus [65].

A study examining the histone modifications found at the insulin gene in freshly isolated islets from multiple human donors found that in contrast to most genes where activating modifications tend to be concentrated within 1 kb around the transcription start site; these marks were in fact distributed over the entire coding region of the insulin gene. In addition almost uniformly elevated levels of histone acetylation and H3K4 dimethylation was found at the insulin gene and was accompanied by islet-specific coordinate expression of insulin with two neighboring genes, tyrosine hydroxylase (TH) and insulin-like growth factor 2 (IGF2), confirming the essential role of histone acetylation in the regulation of insulin expression in pancreatic beta cells [66].

A link between the proinflammatory cytokine IL-1β, histone acetylation and insulin expression has emerged. IL-1β has been shown to be an important mediator of pancreatic beta cell loss [67]. In a study examining the impact of hyperglycemia on histone acetylation at the insulin gene promoter, histone acetylation, KAT3A (p300), and RNA polymerase II (pol II) binding were still observed after 4 h in 16mM glucose, but could no longer be detected if IL-1β was also present [68], indicating that IL-1β was preventing appropriate regulation of insulin gene expression and that targeting IL-1β may be a potential means to both prevent pancreatic beta cell loss, and improve insulin expression from pancreatic beta cells. Indeed, the epigenetic targeting drug vorinostat can ablate IL-1β expression [69] and this has been shown to be within the diabetic setting to prevent against beta cell loss [70,71]. As such, epigenetic therapy with HDACi may have a threefold benefit by (a) preventing pancreatic beta cell loss, (b) improving insulin expression, and (c) reducing proinflammatory cues by decreasing IL-1β.

Adiponectin

Adiponectin (Adpn), the most abundant protein secreted by white adipose tissue, regulates energy homeostasis and glucose and lipid metabolism, and functions as an antidiabetic adipokine with insulin-sensitizing, anti-inflammatory, antiatherosclerotic, and cardioprotective properties in obesity-related disorders such as insulin resistance and type 2 diabetes [72].

Chromatin modifications including histone lysine acetylation (H3Ac) and methylation (H3K4me2) are involved with the coordinated regulation of Adpn in adipocyte differentiation [73].

During the development of insulin resistance in NIH-3T3 adipocytes decreased acetylation at lysine 9 of histone H3 (H3K9) is seen at the promoter of this gene [74], indicating that potentially HDACi may be able to alleviate this. As a caveat however, treatment of mice and cells with VPA was actually found to suppress adiponectin expression in mature adipocytes, but adiponectin promoter-driven luciferase expression in fibroblasts [75], but more studies will be required to determine if adiponectin can be successfully induced in the diabetic setting by HDACi.

CLASS II — TRANSCRIPTION FACTORS

PPARγ/PGC-1α

The nuclear hormone receptor peroxisome proliferator-activated receptor gamma (PPARγ) plays central roles in both metabolism and adipogenesis. Ligands such as thiazolidinediones (TZDs) that bind to this receptor (primarily on adipocytes) exert insulin-sensitizing and
anti-inflammatory effects, and are widely used to treat metabolic syndrome, especially type 2 diabetes. A number of PPARγ interacting partners have been identified, many of which are known epigenetic regulators, including enzymes for histone acetylation/deacetylation and histone methylation/demethylation and has recently been extensively reviewed by Sugii and Evans [76]. PPARγ regulates the expression of many important diabetogenes. One recent example involves PPARγ and histone acetylation in the regulation of glucose-dependent insulinotropic polypeptide receptor (GIPR), which has important roles with insulinotropic growth and survival of pancreatic β-cells and adipocyte metabolism [77].

Peroxisome proliferator-activated receptor gamma coactivator alpha (PGC-1α) is a critical protein that regulates many pathways linked to energy homeostasis and metabolism [78], through its associations with KATs/HDACs [23]. Given that levels of PGC-1α have been shown to be reduced in the muscles of patients with type 2 diabetes [79], and that the HDACi TSA can up-regulate expression of PGC-1α [80], it will be important to see whether other HDACi can affect PGC-1α in the diabetic setting.

PGC-1α has been shown to associate with the transcription factor Forkhead box protein O (FOXO) and hepatocyte nuclear factor 4 alpha (HNF4α) to activate gluconeogenic gene expression in the liver and regulate glucose homeostasis [81]. In addition acetylation of FOXO itself modulates its promoter specificity and transcriptional activity, and is regulated via the class III deacetylase SIRT1 [82,83]. In a recent development, it has now been demonstrated that the class II HDACs (HDAC4, 5, and 7) also play roles (along with the class I HDAC3) in regulating FOXO transcriptional activity by acetylation, and that depleting class II HDACs in mouse models of type 2 diabetes ameliorates this hyperglycemia [84,85]. From this latest series of developments it would appear that targeting HDACs may be a unique mechanism capable of regulating hepatic glucose homeostasis.

CLASS III — TRANSPORTERS

Glut4

Glut4 is an insulin-dependent glucose transporter first described in rat skeletal muscle by Birnbaum [86]. It is generally only expressed in muscle and adipose tissue, and is typically stored in intracellular lipid rafts in these cells, and rapidly translocates to the plasma membrane in response to insulin signaling [87]. The first evidence that Glut4 may be epigenetically regulated came from studies showing that constitutive localization of HDAC5 into the nucleus in cardiac tissue resulted in a significant (~threefold) decrease in Glut4 expression [88]. Down-regulation of Glut4 expression in the muscle tissue of intrauterine growth-restricted (IUGR) mice was found to involve HDAC1 and HDAC4 [89]. Further studies have shown that the repression of Glut-4 transcription also involves complexes involving the Glut4 enhancer factor (GEF), myocyte enhancer factor 2 (MEF2), and HDAC5 [90,91]. GLUT4 gene expression in preadipocytes is differentiation-dependent, with full expression delayed until late in the differentiation program, and three class II HDACs (HDAC4, HDAC5, and HDAC9) have been shown to regulate this repression [92], and we have confirmed that Glut4 expression can be induced in human SGBS preadipocytes using HDACi, and also show that the CTCF transcription factor may be involved with regulating Glut4 [93]. As CTCF regulates gene transcription through the formation of higher-order chromatin structures [94], this would clearly indicate an important role for chromatin modifications and higher-order structures in the regulation of Glut4.

The potential utility for the use of HDACi in targeting Glut4 came from an initial study which showed that increased Glut4 protein translocation and insulin-induced uptake occurred in muscle cells treated with a HDACi [95]. As shown in Figure 17.2, we have demonstrated that Glut4 expression can be induced in many tissue types including, lung, liver, kidney, muscle, and preadipocytes [93]. Furthermore, levels of Glut4 mRNA transcript could be sustained
following removal of the HDACi [93], indicating that the use of HDACi may provide long-term elevation of Glut4 in insulin target tissues.

**17.4.3 Aberrant microRNAs/Epi-microRNAs and Diabetes**

Specific miRNAs have now been shown to control the expression of some of the known epigenetic regulators. miR-34a targets the NAD-dependent histone deacetylase SIRT-1 [96], and is also critical for mediating lipotoxicity induced beta-cell dysfunction [97]. Critically, miR-34a levels are elevated, and SIRT1 protein levels are reduced in diet-induced obese mice [98], indicating that miRNAs that modulate epigenetic regulators may be important in obesity. Another miRNA, miR-217 has also been shown to target SIRT1 [96,99]. This miRNA is essentially specific to pancreatic cells [100], and as such may be a critical link in diabetes pathogenesis. Another miRNA, miR-132 has been shown to modulate SIRT-1 levels in response to nutrient deprivation [101]. Furthermore, miR-132 is regulated by hyperglycemia [102], shows dysregulated expression in obese patients [103], and its other known targets include the chromatin modifiers Mecp2, KAT3B (p300), pRB, and KDM5A (Jarid1a) [104,105]. In pancreatic beta-cell islets, the expression of SIRT-1 and miR-9 are also intimately linked. When mir-9 expression is high during glucose-dependent insulin secretion, levels of SIRT-1 protein are reduced [106].

Other miRNAs directly target the epigenetic regulatory machinery. A family of miRNAs, the miR-29 family, has been shown to target the DNA methyltransferases DNMT3A and DNMT3B [107,108]. In addition to being overexpressed in diabetic rats, overexpression of this miRNA leads to insulin resistance in 3T3-L1 adipocytes, largely through repression of insulin-stimulated glucose uptake [109]. miR-29c has also recently been shown to be a key microRNA in diabetic nephropathy under high glucose conditions where it targets Sprouty homolog 1, and in vivo knockdown of this miRNA prevents progression of diabetic nephropathy [110]. Furthermore, miR-143 has also been shown to target DNMT3A [111], and has been implicated in adipocyte differentiation [112]. This result was confirmed by Lodish and colleagues who...
further noted that miR-143 was a miRNA whose expression was significantly decreased in the obese state [21]. Two other microRNAs, miR-148a and miR-152, have now been shown to regulate DNMT1 [113]. Intriguingly, in a comparison of miRNA profiles of human mesenchymal stem cells derived from breast, face, and abdominal adipose tissues, miR-152 was one of a number of differentially expressed microRNAs which separated the breast and abdominal from the facial stem cells [114]. miR-194 is a further miRNA which has been hypothesized to target DNMT3A [115]. More recently, this miRNA and another miRNA, miR-132, have in fact been shown to regulate the expression of MeCP2 [116], a methyl-binding protein which has been shown to associate with HDACs to regulate transcription.

miR-449a has been shown to target both histone deacetylase 1 (HDAC1) [117], E2F1 [118], and SIRT-1 [119], but has yet to be associated with diabetes pathogenesis.

In another insulin target tissue, miR-1 targets HDAC4 specifically to regulate skeletal muscle proliferation and differentiation [120]. This miRNA may also play a critical role in diabetic cardiomyopathy as under high-glucose conditions, this miRNA is significantly elevated in cardiomyocytes, and accelerates apoptosis by depleting the cells of Hsp60, an important component of the cell’s defense mechanisms against diabetic myocardial injury [121].

mIR-27b plays important roles in adipocyte differentiation and has been shown to specifically target PPARγ, a protein known to associate with HDACs [122]. miR-27a has also been shown to target PPARγ, and ectopic expression of miR-27a in 3T3-L1 pre-adipocytes repressed adipocyte differentiation through reduction of PPARγ expression [123]. Another miRNA that regulates PPARγ, miR-519d, was found to be overexpressed in subcutaneous adipose tissue (SAT) from nondiabetic severely obese (n = 20) compared to non-obese adults (n = 8) [124].

The microRNA mIR-101 has been shown to target the lysine methyltransferase KMT6 (aka EZH2) [125]. KMT6 has now been shown to regulate both pancreatic beta cell expression and regeneration in diabetes [126], and also to facilitate adipogenesis [127].

Other miRNAs have been identified which regulate other important pathways on several levels in diabetes and obesity. For instance miRNA-223 has been shown to directly regulate Glut-4 expression [128], while miRNA-133 has been shown to indirectly alter Glut4 expression by regulating KLF15 (MODY7), an essential regulator of Glut-4 [129], and insulin biosynthesis. miR-696 has now been shown to regulate the transcriptional coactivator PGC-1α in skeletal muscle in response to physical activity [130]. This would indicate that miRNAs may be altered in response to exercise. Intriguingly, levels of critical miRNAs such as miR-1 (target HDAC4) have been shown to alter in skeletal muscle as an adaptation to acute endurance exercise [131].

Transcription factors strongly associated with diabetes, PDX-1 and NeuroD1, have been shown to regulate the miRNA miR-375 [132]. This microRNA has now been shown to regulate 3’-phosphoinositide-dependent protein kinase-1 and as such glucose-induced biological responses in pancreatic β-cells [133]. miR-696 has now been shown to regulate the transcriptional coactivator PGC-1α in skeletal muscle in response to physical activity [130].

miR-103 and miR-107 have also been shown to be critical regulators of insulin sensitivity via their regulation of caveolin-1. Loss of these miRNAs results in improved glucose homeostasis and insulin sensitivity, while their overexpression in either liver or fat is sufficient to induce impaired glucose homeostasis [134]. In a study of glucose-regulated miRNAs from pancreatic-β cells, Özcan and colleagues demonstrated that in MIN6 pancreatic-β cells, expression of 61 of 108 detectable miRNAs (56%) was altered in response to glucose [135].

Finally, critical roles for miRNAs have now been shown for pancreatic development. miRNA-375 was originally indicated as being a critical regulator of pancreatic islet development [136]. Further studies have now revealed that four different islet-specific microRNAs (miR-7, miR-9,
miR-375, and miR-376) are expressed at high levels during human pancreatic islet development [137].

**EFFECTS OF INSULIN ON miRNAs**

Insulin can also modulate miRNA expression. A comparative microRNA (miRNA) expression profile of human skeletal muscle biopsies before and after a 3-h euglycemic-hyperinsulinemic clamp found that insulin down-regulated the expressions of 39 distinct miRNAs in human skeletal muscle [138].

**miRNAs AND DIABETES**

One study examining gene and miRNA expression changes in skeletal muscle insulin resistance in patients with type 2 diabetes (average age ~54 years) found that while the muscle mRNA transcriptome is invariant with respect to insulin or glucose homeostasis, a third of miRNAs detected in muscle were altered in disease (n = 62), with many changing prior to the onset of clinical diabetes [139].

**EFFECTS OF OBESITY ON miRNAs**

In a study profiling approximately 220 miRNAs in pancreatic islets, adipose tissue, and liver from diabetes-resistant (B6) and diabetes-susceptible (BTBR) mice, more than half of the miRNAs profiled were expressed in all three tissues. In addition, many miRNAs in each tissue showed significant changes in response to genetic obesity. In liver there were approximately 40 miRNAs that were down-regulated in response to obesity in B6 but not BTBR mice, indicating that genetic differences between the mouse strains play a critical role in miRNA regulation, and that genetics may play critical roles in miRNA expression [140].

In a separate study of global miRNA expression in human adipocytes during differentiation and in subcutaneous fat samples from non-obese (n = 6) and obese with (n = 9) and without (n = 13) type 2 diabetes mellitus (DM-2) women, approximately 50 miRNAs (6.2%) significantly differed between fat cells from lean and obese subjects. Seventy miRNAs (8.8%) were highly and significantly up- or down-regulated in mature adipocytes as compared to preadipocytes. Seventeen miRNAs (2.1%) were correlated with anthropometrical (BMI) and/or metabolic (fasting glucose and/or triglycerides) parameters, while 11 miRNAs (1.4%) were significantly deregulated in subcutaneous fat from obese subjects with and without DM-2 [141].

In various mouse models of obesity, miR-143 has been shown to impair insulin-stimulated AKT activation and glucose homeostasis, and if mice are made deficient for this miRNA, they are protected from the development of obesity-associated insulin resistance [142]. Furthermore, in preadipocytes overexpression of this miRNA has been shown to increase adipogenesis [21].

**EFFECTS OF EPIGENETIC INHIBITORS ON miRNAs**

miRNAs themselves have been shown to be epigenetically regulated [143]. Indeed the potential to epigenetically target or modulate miRNAs, which may play a role in diabetes pathogenesis, came from a study on the effects of the histone deacetylase inhibitor (HDACi) trichostatin A (TSA) on miRNA expression in in vivo hepatocyte cultures of rat hepatocytes. In this study miR-143 was shown to be the most down-regulated miRNA after 7 days of treatment with TSA [144], demonstrating the potential to functionally modulate critical miRNAs in diabetes pathogenesis through HDACi. Another miRNA (miR-449a) is epigenetically regulated via histone H3 Lys27 trimethylation (H3K27me3), and can be dramatically induced following treatments with a combination of a histone methyltransferase inhibitor (DZNep) and a HDACi (TSA) [118], and while this miRNA has yet to be implicated in diabetes pathogenesis, this result demonstrates the possibility that targeting miRNAs associated with diabetes pathogenesis could be achieved via epigenetic therapies.
17.4.4 Effects of Insulin Resistance/Metabolic Syndrome on Epigenetic Modifying Enzymes

Using peripheral blood mononuclear cells (PBMCs) as an *ex vivo* surrogate model system, Avogaro and colleagues examined SIRT1–SIRT7 gene and protein expression in PBMCs of 54 subjects (41 with normal glucose tolerance and 13 with metabolic syndrome). Their analysis showed that SIRT1 levels (both mRNA and protein) were down-regulated in the patients with metabolic syndrome/insulin resistance [145].

17.5 NON-EPIGENETIC EFFECTS OF HISTONE MODIFIER PROTEINS WITH DIABETES PATHOGENESIS

Whilst epigenetics in its purist form relates to the regulation of gene expression through direct modifications of DNA or chromatin, the enzymes involved with this epigenetic regulation also play important roles in regulating various other cellular responses through post-translational modification of non-histone proteins [146]. As such, a fourth mechanism can be envisaged involving a "protein code or language" where the activities of KATs/HDACs and indeed other epigenetic modifying enzymes such as lysine methyltransferases, on such proteins may affect their functions such that the aberrant regulation of target genes in diabetes pathogenesis may also occur [51,147]. This has important implications for using drugs such as HDACi, as in addition to their effects on chromatin, they also elicit important additional effects on other pathways. In the next sections I will detail the potential utility of HDACi to target "non-epigenetic" events on the following important elements of diabetes pathogenesis namely inflammation, and ER stress/chaperone activity.

17.5.1 Inflammation in Diabetes Pathogenesis

Inflammation is a critical component traditionally associated with the destruction of the pancreatic beta cell in type 1 diabetes, but increasingly linked to type 2 diabetes pathogenesis [148]. The major inflammation mechanism associated with diabetes pathogenesis involves the NFκB pathway [23]. The NFκB-Rel family consists of five subunits, but NFκB typically consists of a heterodimeric protein comprised of a p50 and a p65(ReLA) subunit. Protein acetylation via lysine acetylases would appear to be a central regulator of NFκB-mediated responses [17]. The lysine acetyltransferases KAT3A (p300) and KAT3B (CBP) act as key coactivators in regulating NFκB-driven gene expression via interactions with the p65(ReLA) subunit [149–151]. Likewise, KAT13A (SRC-1) potentiates NFκB transactivation through interactions with the other subunit p50 [152]. Sirt1 also regulates NFκB transactivation by physically interacting with p65(ReLA) and inhibiting transcription by deacetylating a critical lysine at position 310 [153].

It has also been shown that NFκB transcription requires IKKα to phosphorylate SMRT which stimulates the exchange of corepressor for coactivator complexes. In this regard, loss of HDAC3 is observed following this phosphorylation event [154].

HDACi have been shown to inhibit NFκB-mediated responses [155]. Importantly, in relation to diabetes pathogenesis HDACi have also been found to dampen NFκB transactivation in studies involving pancreatic beta cells (INS-1) [156].

Two proinflammatory genes associated with diabetes are IL-6 and IL-8 [157,158]. NFκB has also been shown to utilize the lysine acetyltransferase activity of KAT3A/KAT3B (CBP/p300) to stimulate transcription of these genes [159] (Figure 17.3).

Initial observations had linked the inhibitor kappa B kinase complex (IKK) to the development of insulin resistance through phosphorylation of IRS-1 by IKKβ leading to impaired downstream signaling of PI3 kinase pathways [160]. Subsequently, two IKKβ-mediated inflammation models have now directly linked IKKβ-mediated inflammatory responses to the
development of obesity-induced insulin resistance [161,162]. Other evidence linking the NFκB pathway to HATs/HDACs have come from studies which demonstrate that the sequestration of the p65 subunit of NFκB by the I-kappa-B alpha (IKBA) protein also resulted in the cytoplasmic translocation of the nuclear corepressors N-CoR and SMRT [163], and from data demonstrating that diabetes-induced extracellular matrix protein expression was associated both with increased histone acetyltransferase activity and NFκB activation [164].

The proinflammatory cytokine IL-1β has been described as the gatekeeper of inflammation [165]. Indeed this cytokine mediates important events during type 1 diabetes pathogenesis both in vivo and in vitro including the induction of beta-cell islet apoptosis where it reduced the number of docked insulin granules in live pancreas beta cells by 60% [67]. It has also been demonstrated that IL-1β utilizes NFκB to induce a sustained decrease of specific beta-cell proteins like insulin, GLUT-2 and PDX-1, and regulates the entrance of islet beta-cells into the cell death program [166]. It has now been shown that in pancreatic beta cells and isolated rat islets proinflammatory cytokines (including IL-1β) altered the expression of HDAC-1, -2, -6, and -11, and that furthermore this regulation was reduced upon the use of HDACi [167].

It is clear from the above that NFκB-mediated inflammation is central to pancreatic beta cell loss, and that epigenetic modifications may be essential to this process.

### 17.5.2 ER Stress/Chaperones and Diabetes Pathogenesis

Chaperones are important proteins which function to assist the non-covalent folding/unfolding and the assembly/disassembly of other macromolecular structures, but do not occur in these structures when the latter are performing their normal biological functions. The first identified chaperones assist in the correct assembly of nucleosomes, but we now know that such chaperones also contribute to (i) the complex balance between nucleosome assembly and reassembly during transcription, and (ii) may equally be involved as much in histone eviction as in chromatin assembly [168]. Chaperones also act to prevent newly synthesized polypeptide chains and assembled subunits from aggregating into non-functional structures. Many chaperones are heat shock proteins (HSP), which are proteins expressed in response to elevated temperatures or other cellular stresses. Two important families of these chaperones are HSP70 [169], and HSP90 [170,171]. Many of these chaperones can be found in the
endoplasmic reticulum (ER), a large organelle consisting of a network of interconnected, closed membrane-bound vesicles. The ER is the site for the synthesis, folding, and modification of secretory and cell-surface proteins and provides many essential cellular functions, including the production of cell membrane components, proteins, lipids, and sterols [172].

Only correctly folded proteins are transported out of the ER, and incompletely folded proteins are retained within the ER to either complete the folding process or to be targeted for destruction [173]. Due to its important roles this organelle is vital to cellular homeostasis. Intriguingly some HSP proteins have also been described as glucose inducible. These are Glucose-Regulated Protein, 78-KD, GRP78 (also known as HSPA5) [174]; Glucose-Regulated Protein, 94-KD; GRP94 (also known as HSP90 Beta 1) [175]. This may have important implications in the pathogenesis of diabetes, where ER stress and glucose homeostasis play important roles [176–178].

The maintenance of cellular homeostasis requires that a cell be able to sense, and respond to circumvent, any stress elicited. There are many ways by which endogenous or exogenous stress can occur in a cell; these include pathogenic infection, chemical insult, genetic mutation, nutrient deprivation, excess nutrients, and even normal differentiation. The process of mutant protein folding is particularly sensitive to such insults. Adaptive programs exist in the cellular compartments responsible for proteins procession and folding, which enable the detection and correction of folding errors [179]. However, many conditions can interfere with normal ER function leading to a situation called ER stress. Thus, ER stress can arise from a disturbance in protein folding which results in an accumulation of unfolded or misfolded proteins within the organelle [180]. If this occurs, the ER has evolved specialized mechanisms that promote proper folding of aberrant protein, thus preventing its aggregation. Simply put, when ER stress occurs, the ER responds by inducing the expression of specific genes in an attempt to restore normal function and to maintain cellular homeostasis [181].

The principal mechanisms of endoplasmic reticulum (ER) stress responses involve: (1) ER-Associated protein Degradation (ERAD), (2) Endoplasmic overload response (EOR), (3) Unfolded protein response (UPR), and (4) Cellular Death pathway [182–185]. This four-stage model defines the role of ER stress in the onset of clinical manifestations. Two ER stress-induced signal transduction pathways have been described: the UPR [183] and the EOR [186] which attempt to re-establish normal ER function [187]. However, excessive or prolonged ER stress may overwhelm the cell and subsequently initiate cell death via apoptosis or autophagy [188]. Critically, ER stress has been implicated as a major element in diabetes pathogenesis [177,189–192].

LINKING HATs/HDAC ACTIVITIES TO CHAPERONE ACTIVITIES

Proteins with chaperone activity have now been shown to functionally associate with complexes containing HATs/HDACs. Early coimmunoprecipitation studies linked the class I HDACs (HDACs1-3) with the chaperone HSP70, while HSP60 was found to only be associated with HDAC1, and HSP90 was not found associated with any of the class I HDACs [193]. Recently specific chaperones have been identified in a multifunctional KAT–chaperone complex that both acetylates histone H3 and deposits histones H3 and H4 onto DNA, thus functionally linking chaperone activity, histone modification, and nucleosome assembly during replication, chromosome positioning, and double-strand break (DSB) DNA repair [55,168,194–213], and that lysine acetyltransferase activity is important in stabilizing the chaperone/histone H3/H4 complex [214]. The Jun dimerization protein-2 (JDP2) has been shown to have both intrinsic chaperone activity and the ability to inhibit KAT3B (p300)-mediated acetylation of core histones in vitro and in vivo. This factor may therefore control transcription via direct regulation of the modification of histones and the assembly of chromatin [215]. Another protein with histone chaperone activity nucleophosphin, has been shown to be acetylated by KATs both in vitro and in vivo, and this acetylation enhances its
ability to regulate chromatin transcription [216], and is in agreement with the previous observations by Turner and colleagues that the abilities of HDACs to remodel chromatin are enhanced by chaperones [193].

Furthermore, regulation of various receptors and signaling pathways often affected in diabetes requires coordinated acetylation of histone chaperones including androgen receptor signaling [217], aryl hydrocarbon receptor (AhR) signaling [218], estrogen receptor (ER) signaling [219,220], glucocorticoid receptor (GR) signaling [221], and the AKT/PI3Kinase signaling pathway [222].

**LINKING KATs/HDAC ACTIVITIES TO ER STRESS PATHWAYS**

Aggresomes are a cellular response to misfolded protein accumulation as a consequence of ER stress. Emerging evidence links both the activities of KATs/HDACs to ER stress, and further evidence indicates that agents which target these proteins may have utility in alleviating ER stress (Box 17.1). For instance, during cytokeratin aggresome (Mallory bodies) formation in hepatocytes, decreased lysine acetyltransferase and increased histone deacetylase activity was observed [223], while in a model of oxidative stress-induced inclusion formation, treatment with the HDACi 4-phenylbutyrate was found to alleviate the formation of these inclusions [224].

Further direct physical evidence for the association of KATs and HDACs with critical regulatory elements within the ER stress pathway is emerging. CHOP (C/EBP Homologous Protein) is an ER stress-inducible protein which plays a critical role in regulating programmed cell death. Regulation of the CHOP promoter involves a complex containing JDP2 and HDAC3 [225]. In addition, CHOP itself directly associates with the histone acetyltransferase KAT3B (p300) to regulate gene expression responses in response to ER stress [226], and importantly, inhibition of HDACs prevents the degradation of the CHOP protein [226].

**BOX 17.1 PATHWAYS LINKING KATs/HDACs TO DIABETES**

**Direct Associations**
- GWAS associations (6q21 harbors HDAC2) linked to type 1 and type 2 diabetes
- MODY forms of diabetes linked directly to chromatin remodeling activities (see Table 17.1)
- Mouse mutant models of chromatin remodeling enzymes have increased levels of adiposity and markers related to diabetes pathogenesis

**Pancreas Development**
- A large body of data links pancreatic development with chromatin modifiers such as HDACs

**Stem Cell Differentiation**
- A significant body of evidence suggests HDACi are useful in differentiating stem cells

**Inflammation**
- Many roles for KATs/HDACs have been identified in the regulation of inflammatory processes including the regulation of NFκB

**Diabetogenes**
- Many genes associated with diabetes pathogenesis are regulated by HDACs

**Insulin Resistance/Sensitivity**
- Genes such as Glut4 can be induced via HDACi. HDACi can enhance insulin-induced glucose uptake

**ER Stress/Chaperone**
- HDACi such as phenylbutyrate can act as chemical chaperones to alleviate ER stress in the pancreas
In the context of diabetes one of the central regulators of ER stress responses is a glucose-responsive gene, Glucose Regulated Protein 78 (GRP78 or BiP). This prosurvival ER chaperone is induced under conditions of ER stress, and has been shown to be regulated via histone PTMs and chromatin remodeling through the activities of protein arginine methyltransferases (PRMT1) and K-acetyltransferases (KAT3B) [227]. Similar results have been observed for other ER-stress responsive promoters, whereby increased histone H4 hyperacetylation was observed following induction of ER stress [228]. The B lymphocyte-induced maturation protein-1 (BLIMP-1) is another protein associated with cellular stress. In some cellular models BLIMP-1 is rapidly up-regulated during the UPR [229]. This repressor protein has been shown to directly associate with histone deacetylases to repress transcription [230], and this may indicate that BLIMP-1 may utilize histone deacetylases to repress important genes during ER stress.

Hepatic regulation of lipid and glucose homeostasis has been shown to involve the activities of an ER stress inducer, activating transcription factor 6 (ATF6). In response to ER stress caused by glucose starvation, ATF6 translocates from the ER to the golgi, where it is cleaved by S1P and S2P proteases. It then translocates to the nucleus whereupon it abrogates SREBP2-mediated sterogenesis and lipogenesis by forming a repressive complex with SREBP and HDAC1 [231].

As previously stated the GR signaling pathway has been shown to be affected by the activities of HDACs and chaperones. GR signaling is critical for maintaining glucose homeostasis in stress, inflammation, and during fasting [232], and a multiprotein HSP90/HSP70-based chaperone complex has been shown to be critical for regulating the steroid binding, trafficking, and turnover of the GR [233]. Recent studies have shown that the acetylation status of HSP90 is critical to GR function. In cells deficient for HDAC6, HSP90-dependent maturation of the glucocorticoid receptor (GR) is compromised, resulting in GR defective in ligand binding, nuclear translocation, and transcriptional activation [221]. Additional studies using an siRNA “knock-down” approach found that depletion of HDAC6 resulted in a markedly decreased ability to assemble stable GR/HSP90 heterocomplexes [234].

In addition, the GR has been shown to functionally associate with HDACs to mediate repression of gene expression [235–237]. This has important implications in preadipocyte differentiation where glucocorticoid treatment strongly potentiates differentiation, by stimulating the titration of the corepressor histone deacetylase 1 (HDAC1) from the C/EBPβ promoter [238,239].

Clearly, the activities of histone/protein-modifying enzymes such as lysine acetyltransferases and histone deacetylases play important roles in ER stress-mediated responses, and may functionally contribute to diabetes pathogenesis. It is also clear that targeting these enzymes may also have some potential in alleviating the ER stress associated with diabetes pathogenesis. The following section details how targeting HDACi in particular may be of benefit in the treatment/management of diabetes.

**17.6 POTENTIAL FOR THE USE OF HDACi TO AMELIORATE OR TREAT SYMPTOMS OF DIABETES PATHOGENESIS**

HDACi has the potential to be used to ameliorate or treat symptoms of diabetes pathogenesis. We will now discuss this further.

**17.6.1 Currently Developed Drugs**

Due to their highly conserved active domain, histone deacetylases have been extensively studied for the development of inhibitors. Most of the currently designed inhibitors fall into four broad classes, short-chain fatty acids (SCFAs), hydroxamates, benzamates, and cyclic tetrapeptides, which for the most part target the class I and class II HDACs [240]. Several inhibitors of the class III HDACs (Sirtuins) have now been synthesized and also show...
therapeutic potential [241–246]. Additionally, natural prodrugs which target histone deacetylases have also been isolated and include sulforaphane (SFN), diallyl disulfide (DADS), and resveratrol [247–249].

### 17.6.2 Therapeutic Implications

Many histone deacetylase inhibitors have entered clinical trials primarily for the treatment of cancer. Generally, most of the current inhibitors are well tolerated within the clinical setting [23,250,251]. Several old drugs which have recently been discovered to target histone deacetylases already have FDA approval (e.g., valproic acid (VPA) [252]), and recent clinical trials of this drug targeting solid tumors both alone and in combination with other agents demonstrated reasonable toxicities [253–255]. One of the caveats for the use of VPA in the treatment of diabetes is that known side effects of this drug are increased obesity and insulin resistance [75,256–262]. This may be due to VPA's effects on leptin. In adipocytes it was found that VPA reduced leptin mRNA levels while TSA did not, suggesting that VPA therapy may be associated with altered leptin homeostasis contributing to weight gain in vivo, and that other HDAC inhibitors may not cause similar effects in relation to obesity and insulin resistance [263]. VPA was also found to decrease the expression of adiponectin in differentiated 3T3-L1 adipocytes and this may therefore explain the increased insulin resistance in patients treated with VPA [75]. It has also been suggested that the hyperinsulinemia associated with VPA can be attributed to inhibition of insulin metabolism in the liver [262].

Another therapeutic approach to diabetes involves using salicylates to reduce both insulin resistance [264,265], and protect pancreatic beta cells from apoptosis and impaired function [266]. Salicylates are traditionally thought of as inhibitors of cyclooxygenases, however an early report also indicates that these drugs may also affect histone acetylation [267], more recently confirmed in studies examining embryo development where treatments with sodium salicylate were found to inhibit HDACs activity [268]. In a recent study on the efficacy of aspirin in treating a rat model of diabetes (STZ), the authors found that aspirin treatments resulted in a significant reduction of hepatic NFκB activation and serum TNF-α levels with improved insulin resistance compared to the diabetic group [269].

HDACi have been shown to have effects on adipocyte differentiation. Treatment of 3T3-L1 cells with HDAC inhibitors (apicidin, TSA, or SAHA), led to a dramatic reduction in preadipocyte differentiation into adipocytes, however, in contrast, sodium butyrate (NaB) treatment increased adipocyte differentiation [270,271].

Two recent studies have demonstrated that HDACi also have the capacity to ameliorate diabetic nephropathy. In one study, long-term administration of vorinostat decreased albuminuria, mesangial collagen IV deposition, and oxidative-nitrosative stress in STZ diabetic mice, and attenuated renal injury [272], while the other study examining one of the earliest features of diabetic nephropathy (renal enlargement), found that vorinostat was able to blunt renal growth and glomerular hypertrophy in STZ-induced diabetes [273].

### 17.6.3 Pancreatic Islet Development, and Protection Using Histone Deacetylase Inhibitors, or NFκB Blockade

Several recent publications have demonstrated the ability of histone deacetylase inhibitors to protect pancreatic beta cell apoptosis. In various diabetes models, nicotinamide has frequently been observed to both ameliorate and/or accelerate the reversal of diabetes and prevent irreversible B-cell damage [274–277]. However, the ENDIT clinical trial assessing whether the pretreatment with nicotinamide of non-diabetic individuals predisposed to the development of diabetes could prevent or delay clinical onset of diabetes was ineffective at the dose used [278], but did however reduce high secretion of IFN-γ in high-risk individuals [279]. Insulin-secreting cells exposed long term to either nicotinamide or sodium butyrate were found to
have reduced viability and insulin sensitivity, yet enhanced insulin secretory responsiveness to a wide range of beta cell stimulators [280]. Both trichostatin A (TSA) and suberoylanilide hydroxamic acid (SAHA) were shown to prevent cytokine-induced toxicity in pancreatic beta cells [156], while another HDACi (THS-78-5) has been shown to prevent IL-1β-induced metabolic dysfunction in pancreatic beta-cells [71]. Most recently, the HDACi ITF2357 was shown to normalize streptozotocin (STZ)-induced hyperglycemia at the clinically relevant doses of 1.25–2.5 mg/kg, and protects pancreatic β cells in vivo and in vitro [70].

Islet transplantation is a widely pursued potential therapy for the treatment of patients with diabetes. However, currently this is limited by difficulties in their isolation from donors and maintenance in culture. A novel mechanism to enhance this has recently been elicited whereby HDACi (TSA and VPA) were found to rejuvenate isolated islets, enhancing the expression of key genes (including insulin 1, insulin 2), with increased glucose-stimulated insulin secretion and engraftment efficacy in xenogeneic transplantation model [281].

### 17.6.4 Modulation of Th17-Mediated Autoimmunity

Effector T-cells show great plasticity. Th17 cells are acknowledged to be instrumental in the response against microbial infection, but are also associated with autoimmune inflammatory processes particularly with type 1 diabetes development, and now also with type 2 diabetes [282–287]. The HDACi TSA dramatically reduced the emergence of IL-17-producing cells from Tregs [288], implying (a) that Treg differentiation into IL-17-producing cells depends on histone/protein deacetylase activity and (b) that HDACi may be useful in dampening down Th17-mediated autoimmunity in diabetes pathogenesis. In agreement with this, treatment of a NOD mouse model of autoimmune diabetes during the transition from prediabetic to diabetic stage with a HDACi (TSA) was found to effectively reduce the incidence of diabetes [289].

### 17.6.5 Stem Cells

A currently hotly pursued therapeutic avenue for diabetes centers on embryonic stem (ES) cell technology [290]. Evidence is emerging indicating that histone deacetylases may be an important consideration in the development of this technology. Indeed histone deacetylase activity has been shown to be required for ES cell differentiation [291]. The importance of HDAC inhibitors in differentiating embryonic stem cells in general has been reviewed recently elsewhere and the reader is directed to the following reviews [292,293].

Nicotinamide, a SIRT-specific inhibitor, was also used to differentiate embryonic stem cells into structures resembling pancreatic islets and which secreted insulin [294]. Indeed a role for SIRT1 is the differentiation of stem cells. Levels of SIRT1 are precisely down-regulated during human embryonic stem cell differentiation at both mRNA and protein levels by a pathway at the arginine methyltransferase coactivator-associated arginine methyltransferase 1 (CARM1), and it is this down-regulation that leads to the reactivation of key developmental genes [295]. Under appropriate culture conditions, bone marrow stem cells (BMSC) cultured in the presence of the histone deacetylase inhibitor trichostatin A can be differentiated into islet-like clusters similar to the cells of the islets of the pancreas and capable of secreting insulin [296]. Using BMSCs derived from diabetic patients, similar results were obtained using nicotinamide as one of the final steps in the differentiation process [297].

Two recent articles have utilized the histone deacetylase inhibitor sodium butyrate to (a) stimulate early pancreatic development in embryonic stem cells [298], and (b) generate islet-like clusters from human embryonic stem cells grown under feeder-free conditions [299].

Human islet-derived precursor cells (hIPCs), are mesenchymal stem cells derived in vitro from adult pancreas, and because they can be expanded prior to differentiation they offer the potential to be a major source of transplantable islet cells if they can be differentiated successfully into insulin-producing cells. However, an issue with most hIPCs is that during
proliferative expansion, insulin mRNA transcript becomes undetectable and cannot be induced, a phenomenon consistent with epigenetic silencing of the insulin gene [300,301].

In an analysis of the chromatin from hiPCs, patterns of histone modifications over the insulin gene in human islets and hiPCs were compared against HeLa and human bone marrow-derived mesenchymal stem cells (hBM-MSCs), neither of which expresses insulin. The insulin gene in islets were found to display high levels of histone modifications (H4 hyperacetylation and dimethylation of H3 lysine 4) typical of active genes which were not present in HeLa and hBM-MSCs, which instead had elevated levels of H3 lysine 9 dimethylation (H3K9me2), a mark of inactive genes. hiPCs also showed significant levels of active chromatin modifications, as much as half those seen in islets, and show no measurable H3 K9me2. If cells were expanded from a minor population of mesenchymal stromal cells found in islets, these cells exhibited the same histone modifications as established hiPCs. The authors therefore conclude that hiPCs, which do not express the insulin gene, nonetheless uniquely exhibit epigenetic marks that could poise them for activation of insulin expression [300]. Even with the absence of insulin expression transplanted hiPCs in mice matured into functional cells that secreted human C-peptide in response to glucose, and transcripts for insulin, glucagon, and somatostatin in recovered grafts increased with time in vivo, reaching levels approximately 1% of those in adult islets [302].

When taken together, it is clear that studies with epigenetic inhibitors such as HDACi are warranted in hiPCs and other stem cells as they may be of great utility in enhancing differentiation of patient stem cells into islet cells, which could be then used for transplantation.

17.6.6 The ability of phenylbutyrate to act as a chaperone and alleviate ER stress

A significant body of work has shown that phenylbutyrate and valproate can both function as “chemical chaperones” to alleviate ER stress. For example, 4-PBA relieves ER stress in cell line models of cystic fibrosis [303,304], alpha-1 antitrypsin Z protein (alpha1-ATZ) liver disease [305], and may act as a chemical chaperone to relieve ER stress induced in models of ischemia [306,307], cataract formation [308], and retinitis pigmentosa [309]. PB also prevents ER stress-mediated aggregate formation in a model of hereditary haemochromatosis (HH) [310], and alleviates ER stress in Parkinson’s disease [311]. VPA also alleviates ER stress, as cells treated with VPA have up-regulated expression of Grp78/BiP, Grp94, and calreticulin [312,313] resulting in neuroprotection [314].

In a cell line model of misfolded low-density lipoprotein receptors, PB was shown to restore receptor functionality, and shuttle them to the cell surface. The authors concluded from these results that phenylbutyrate did not just solely mediate this response by its ability to induce gene expression of proteins involved in intracellular transport, but could also mediate this effect via a direct chemical chaperone activity [315].

Phenylbutyrate has also been shown to alleviate ER stress within the diabetic setting. For instance, obesity is a major factor in the development of diabetes [316], and the adipose-derived hormone, leptin, is a critical regulator which functions to inhibit food intake and prevent body weight gain [317,318]. However, the use of leptin as a therapy for the treatment of obesity has been hampered by the fact that the majority of obese patients demonstrate “leptin resistance”, leading to the notion that leptin resistance may be one of the main causes of obesity [318]. Several reports have now shown that ER stress is a major factor underpinning leptin resistance, and treatment with 4-phenylbutyrate has been shown to alleviate the ER stress and restore leptin sensitivity [319–321]. Increased glycemia and reduced melatonin (Mel) levels have been recently shown to coexist in diabetic patients at the end of the night period. In a rat model mimicking this situation, the absence of melatonin induced night-time hepatic insulin resistance and increased gluconeogenesis due to stimulation of
nocturnal unfolded protein response, which could be alleviated using phenylbutyrate [322]. Furthermore, 4-phenybutyrate has also been shown to both relieve ER stress and restore glucose homeostasis by the restoration of systemic insulin sensitivity, resolution of fatty liver disease, and enhancement of insulin action in liver, muscle, and adipose tissues in a mouse model of type 2 diabetes [323]. This has led to the instigation of a phase IV clinical trial (NCT00533559) by the University Health Network, Toronto, to examine the effect of Buphenyl® (phenylbutyrate) on fatty acid-induced impairment of glucose-stimulated insulin secretion, which has recently been completed and this small study involving eight patients found that Buphenyl was able to partially ameliorate both insulin resistance and β-cell dysfunction in these patients, demonstrating the potential utility of this HDACi/chemical chaperone in the treatment of diabetes [324]. Finally treatment of experimentally induced diabetic mice that had undergone islet transplants with phenylbutyrate postoperatively was found to enhance islet engraftment with a higher cumulative cure rate of diabetes (p<0.001) than the control group [325]. As such phenylbutyrate would appear to be a good candidate HDACi with potential clinical efficacy in the treatment of diabetes. One orally available form of this compound (triButyrate®) has been used since the 1980s for the treatment of children with inborn errors of urea synthesis/urea cycle disorders, with a recommended dosage of 450—500 mg/kg bodyweight per day.

17.6.7 Is HDACi Specificity an Issue?
One potential problem with the currently available HDACi concerns the degree of specificity they have to the various HDACs, particularly given that they are not redundant in their biological activity. For instance Vorinostat is known to preferentially inhibit HDACs -1, -2, -3, and 6. In contrast, MGCD0103 (Mocetinostat) primarily targets human HDAC1 and HDAC2 enzymes with weaker inhibition of HDAC3 and HDAC11 and does not inhibit HDAC4, HDAC5, HDAC6, HDAC7, or HDAC8 [326]. MS-275 (Entinostat) is another HDACi that specifically targets the class I HDACs, preferentially inhibiting HDAC 1 compared with HDAC 3 and has little or no effect against HDACs 6 and 8. A HDAC8-specific compound has been developed PCI-34051 [327], but there is currently no evidence linking this HDAC isoform to diabetes pathogenesis. A specific SIRT1 inhibitor compound (CHIC-35) was identified [328], but it is generally perceived that activators of SIRT1 may have utility in the treatment of diabetes[329].

17.6.8 Compounds Which Target Lysine Methylases/Demethylases
Various compounds currently in development are those which are targeting KMTs and KDMs. One such compound is DZNep (3-deazaneplanocin A), a global lysine methyltransferase inhibitor [330]. One of the targets of DZNep is KMT6 (also known as EZH2), and this lysine methyltransferase has been shown to be critical for pancreatic beta-cell regeneration [126]. Therefore, targeting KMTs may not be a suitable therapeutic approach in the treatment of diabetes. As previously discussed in earlier sections, KDMs also may be suitable targets for therapeutic intervention in diabetes. Several inhibitors have been generated which target KDMs [331]. However studies would perhaps indicate that agonists of KDMs as opposed to inhibitors may have more utility in the management of diabetes [332].

Overall, while there is evidence that targeting KDMs and KMTs may have potential benefit more studies will essentially be required to determine whether or not agents which target these proteins will have a role to play in the management of diabetes.

17.6.9 Nutrition-Based Natural Compounds as Therapeutic Agents
As many of the features of type 2 diabetes can be alleviated with good diet and exercise, it must also be noted that dietary histone deacetylase inhibitors exist. Therefore nutrition-based intervention may be an excellent mechanism to epigenetically target patients at risk of
developing diabetes, or treat patients for whom diabetes-related comorbidities or complications prevent or reduce their ability to exercise. A large body of evidence exists showing that many natural compounds can inhibit the epigenetic machinery, and include well-known compounds which can act as HDACi [333–336].

SULFORAPHANE
Sulforaphane is an organic isothiocyanate (ITC) found in cruciferous plants such as broccoli, and within the diabetic setting, sulforaphane has been shown to (a) protect β-cell damage by suppressing NFκB pathways [337], and (b) in studies of islet transplantation, pre-treatment with sulforaphane 24 hours prior to transplantation was found to lead to improved long-term islet function in vivo [338]. Some individuals caution against the use of such dietary compounds as these may not be specific enough and may tend to target proteins more essential to an organism than specific disease genes [339]. Nevertheless a nutrition-based approach for delivery of specific targeting therapies may have potential benefit in patients suffering from diabetes. Indeed a recent study found that sulforaphane when used at nutritional levels protected mesenchymal stem cells from apoptosis and senescence and promoted their proliferation [340].

CURCUMIN
One of the most intensively studied natural compounds for its potential role in treating diabetes is the compound curcumin. Derived from turmeric, this compound shows many pleiotropic effects, one of which is to inhibit histone deacetylases [341,342]. Conversely it has also been shown to inhibit lysine acetyltransferases [342–344].

Curcumin has antidiabetic effects in adipocytes, pancreatic cells, hepatic stellate cells, macrophages, and muscle cells, reversing insulin resistance, hyperglycemia, and hyperlipidemia, by suppressing the proinflammatory transcription factors such as NFκB and activates PPARγ leading to the down-regulation of adipokines, and the up-regulation of adiponectin and other gene products [345].

Indeed one of the first case studies of the use of this compound in patients was in a diabetic patient almost four decades ago [346]. In a more recent small patient study, ingestion of 6 g of a curcumin preparation increased postprandial serum insulin levels, but had no significant effect on overall glucose response as measured by an oral glucose tolerance test [347]. One of the ongoing issues with the use of curcumin in humans concerns its poor absorption and the large quantity needed to be effective. However, it has been shown that curcumin has increased bioavailability when combined with phospholipids. When complexed with soy lecitihin curcumin (Meriva®) has 29-fold increased absorption in human patients [348]. Other technologies such as nanoparticles have also been shown to improve the delivery of curcumin [349]. A phase I clinical trial involving nano-curcumin has been initiated in patients with advanced malignancies to identify the maximum dose limits (Clinicaltrial.gov NCT01201694).

Taken together further studies with curcumin are warranted to determine whether a nutritional-based compound such as curcumin may have either chemopreventative benefit in patients at risk of developing diabetes, or may have a role in the management of patients with prediabetes or type 2 diabetes.

RESVERATROL
Resveratrol is another natural compound which has been extensively studied for its potential utility in the management of diabetes. This compound is thought to be an activator of Sirt1 [248], but this has since been called into question [350]. Potential beneficial effects of resveratrol include protection of β cells in diabetes, reduction of insulin secretion, inhibition of cytokine action, and attenuation of the oxidative damage of the pancreatic tissue by
resveratrol, and in studies of animals with insulin resistance resveratrol may also improve insulin action involving reduced adiposity, changes in gene expression, and changes in the activities of some enzymes [351].

Recent studies have also evaluated safety and potential mechanisms of activity following multiple dosing, and have found resveratrol to be safe and reasonably well-tolerated at doses of up to 5 g/day, although it is anticipated that the doses used in future trials will be significantly less than this amount. In 2008, an unpublished phase 1b clinical trial of a reformulated version of resveratrol (SRT501) in patients with type 2 diabetes, testing either 1.25 or 2.5 grams of SRT501 given twice daily, found that the patient group receiving 2.5 grams twice a day had significantly lower blood glucose levels as determined through an oral glucose tolerance test (OGTT) at the test’s 2-hour timepoint, as compared with the placebo group. Several clinical trials are currently ongoing or have been completed using resveratrol or SRT501 in the diabetic setting (Clinicaltrials.gov identifiers NCT01158417, NCT01375959, NCT01354977, NCT0150955, NCT00823381, NCT00998504, NCT01038089), but to my knowledge the results of these trials have as yet to be published. It must also be noted that the clinical development of SRT501 by GlaxoSmithKline PLC has been discontinued due to the development of kidney complications in malignant myeloma patients undertaking a small clinical trial of this drug. As such, care must be taken in evaluating the potential benefits of resveratrol supplements in patients with diabetes, particularly given that resveratrol is also available as supplement pills and liquids, in which it is sometimes combined with vitamins and/or other ingredients. The supplements are generally labeled as containing from 20 to 500 mg per tablet or capsule. However, the purity of these products is unknown, and because dietary supplements are loosely regulated, it should not be assumed that the labeled dosage is accurate.

Clearly, further work will be required to establish whether resveratrol may be an effective treatment for diabetes.

GlaxoSmithKline PLC have instead focused on the development of new small-molecule chemical entities that activate SIRT1 that are structurally distinct from resveratrol. Three compounds have been identified which have entered various clinical trials (SRT2104, SRT2379, and SRT3025). In preclinical studies, SRT2104 demonstrated a moderate lowering of blood glucose, reduced weight gain, increased energy expenditure, improved exercise tolerance, and improved insulin sensitivity in the diet-induced obesity model of type 2 diabetes. Two phase II clinical trials of this compound have been completed in patients with diabetes (ClinicalTrials.gov identifiers NCT01018017, NCT01031108), but to my knowledge the results of these have yet to be published.

17.6.10 miRNA-/siRNA-Based Therapeutics

Given the emerging body of evidence linking aberrant miRNA expression with diabetes pathogenesis, it is becoming increasingly clear that these ncRNAs may have utility in either the management or treatment of this disease. The possibility of using miRNA and/or siRNA to target diabetes has recently been extensively reviewed [352,353]. For example, during the differentiation of human embryonic stem cells to hepatocytes, the cells are induced into definitive endoderm (DE) cells before being further differentiated to hepatocytes. At the DE stage it has been shown that levels of mIR-9 are significantly elevated [354]. As the pancreas is an endodermal tissue and human embryonic stem cells can be induced to form pancreatic endoderm [355], it may be possible to induce hESCs to form pancreatic endoderm through overexpression of this miRNA.

Clearly, this is an exciting area of epigenetic regulation of gene expression which may have great utility in the treatment of diabetes, and will require further studies. One area which will warrant further studies will be to examine whether epi-miRNAs (those miRNAs which target the epigenetic machinery) can be used to epigenetically target diabetes. As stable miRNAs are
found circulating in patient serum either freely or contained in exosomes [356], the nature and role of these in diabetes pathogenesis and the potential to utilize these to treat diabetes pathogenesis is increasingly becoming important. Furthermore, those miRNAs which are aberrantly overexpressed in diabetes could also be targeted using antagomirs [357].

17.7 CONCLUSIONS
It is clear that epigenetic regulation is a central tenet of critical pathways in diabetes pathogenesis.

From the significant body of work presented in this review, it is clear that further studies will be required to examine the therapeutic potential of compounds which target the epigenetic machinery in the treatment/management of diabetes pathogenesis. In the short term, HDAC inhibitors would appear to be the current best candidates. However, as these inhibitors affect many genes it is hoped that the balance of genes altered by such treatments would be tipped from unfavorable to favorable diabetogenes. Indeed the next generation of these inhibitors may have better specificity and efficacy. Currently miRNA/siRNA-based therapeutics are in their infancy, but show great promise for the future. A greater understanding of miRNA target identification/validation, their roles in diabetes pathogenesis, and mechanisms of specific delivery will be required before they can be evaluated as a therapeutic modality. Finally, as nutritional compounds have been shown to act as HDACi, future studies will be required to test the possibility of incorporating nutritional-based interventions as an adjuvant or chemopreventative option in the management and treatment of diabetes.
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18.1 INTRODUCTION AND CONTEXT: THE RISING PREVALENCE OF ALLERGIC DISEASES

The prevalence of allergic diseases such as asthma, allergic rhinitis, and eczema has risen at an alarming rate over the past 4–5 decades [1,2]. This has been clearly associated with the marked environmental changes associated with transition to more modern lifestyles. Moreover, the parallel rise in a wide range of other immune diseases during this short period provides additional strong evidence that the immune system is highly susceptible to these environmental changes [3]. Furthermore, there is mounting evidence that the effects of environmental change are potentially greatest during critical periods of life, when epigenetic modifications in immune gene expression can alter subsequent disease susceptibility.
The “allergy epidemic” was first evident in industrially developed countries initially as a surge of respiratory diseases such as asthma, rising at approximately 5% per year towards the new millennium [1]. The burden of these disorders is enormous, with more than 40% of the population in developed countries experiencing allergic symptoms [4,5]. While the prevalence of asthma and rhinitis may have reached a plateau, or may even have begun to decline in some regions [6–8], the global burden of these diseases continues to rise as the prevalence of respiratory allergies increases in developing countries as they undergo economic and lifestyle transition [6]. Of further concern, is an apparent “second wave” of allergic disease, manifest by a much more recent rise in food allergy, now looming as an epidemic in developed countries [9]. Food allergy was still uncommon at the time of the “first wave” of respiratory allergic disease, only emerging as a significant problem in the last 10–15 years. The reason for this earlier and more dramatic presentation of the allergic phenotype is not clear, but as this appears linked with ongoing environmental change, the same trends can also be anticipated in developing regions. This rise in disease burden is most evident in infants and children under 3 years of age, further highlighting the likely role of early environmental exposures. Of yet further concern, there is also evidence of increasing disease persistence. Food allergies (such as egg and milk allergy) which were previously transient in nature, are now more likely to persist into late childhood and adolescence [10]. Less common presentations of food allergy, for example eosinophilic esophagitis, have also increased in recently [11]. Collectively, these changes in disease patterns are placing growing demands on healthcare systems globally.

While environmental change may be driving the recent rise in disease, differences in susceptibility and familial aggregation of allergic diseases also implies a genetic contribution to the risk of these diseases. Variations in genetic susceptibility cannot explain the rise in disease, but there was hope that identification of specific atopy/asthma genes could provide valuable insight into the causal pathways and disease pathogenesis. Although a large number of candidate genes have been associated with the asthma/allergy phenotype, the findings have been highly variable with poor reproducibility between populations [12,13]. A study carried out in early 1990s reported that monozygotic twins showed a greater concordance than dizygotic twins, whether reared apart or together, for asthma and rhinitis, indicating heritability as the major factor on expression of these disorders [14]. However, subsequent twin studies, with higher levels of within-pair discordance, revealed that environmental factors are equally or even more important in the development of disease [15,16]. This reflects the significant heterogeneity of these conditions that arise as a result of multiple and variable genetic and environmental influences. It is important to elucidate how environmental modifiers confer changes to gene expression to fully understand the gene—environment interactions.

### 18.2 MECHANISMS OF ALLERGIC RESPONSE

Differentiation of naïve CD4⁺ T cells into type 2 helper (Th2) cells to an “innocuous” environmental antigen (allergen) is a hallmark of the allergic response, and produces the propensity for IgE production (atopy) to that specific allergen. Once this pattern of response is established, subsequent exposure to the allergen leads to crosslinking of IgE on mast cells and an inflammatory cascade that culminates in the release of histamine and other mediators which produce the many signs and symptoms of allergic disease. The clinical pattern and severity vary according to the route of the allergen exposure, dose of the allergen, the pattern of tissues affected, and other individual factors. Although the culminating events in the IgE cascade and the underlying characteristics of the Th2 cellular response are well characterised [17], the factors initiating and driving this process are less clear. Naïve CD4⁺ T cells have the capacity to differentiate into a range of effector cells or regulatory cells depending on the local milieu at the time of allergen/antigen encounter (as discussed in more detail below). For example, the presence of interleukin 12 (IL-12) secreted from antigen-presenting cells (APC)
promotes differentiation into Th1 subset. On the other hand, relative absence of IL-12 and the presence of IL-4 in the local microenvironment promote Th2 differentiation over the Th1 pathway. While the environmental changes favoring Th2 differentiation are not fully understood, declining microbial exposure (a potent stimulant for APC induced IL-12 production) has been a leading candidate. The range of other environmental factors which can also modify IL-12 production or T-cell differentiation, includes smoking [19], vitamin D [19], and antioxidants [20], which have all been implicated in the rise in allergic disease. Therefore, the processes regulating T-cell gene expression during differentiation and maturation are of central interest, particularly with emerging evidence that some of the environmental factors regulating the differentiation process have epigenetic effects which could influence CD4⁺ T-cell lineage commitment and subsequent allergic propensity, as further discussed below.

18.3 FETAL LIFE: THE CRITICAL PERIOD OF IMMUNE DEVELOPMENT

As allergic disease is often first manifest in early childhood, it is clear that preceding events in development are important. Early life therefore represents a critical period when genetic and environmental interactions play a determining role in specifying immune tolerance. Clear differences in the neonatal immune function of children who subsequently develop allergy strongly suggests that these disorders have their origins in fetal life [21–26]. The Developmental Origins of Health and Disease (DOHaD) hypothesis proposes that prenatal exposures have the potential to modify a range of developmental processes in the fetus, and these exposures may program susceptibility to many chronic diseases in later life [27,28]. There is some evidence that these changes in disease predisposition are the result of altered fetal gene expression induced through epigenetic changes. Although this has been best studied in the context of cardiovascular and metabolic diseases, epigenetic effects of environmental changes are also now being investigated as a mechanism of the dramatic rise in allergic diseases [29–31].

Complex immunological mechanisms have evolved to allow fetal and maternal immune systems to coexist during pregnancy. The maternal immune system adapts in a subtle way to a “Th2-state” in order to down-regulate Th1-mediated IFN-γ responses to fetal antigens which can adversely affect the developing fetus [32–34]. Reflecting this, neonatal cytokine production is dominated by Th2 cytokines, with relative suppression of IFN-γ production [35]. This down-regulation of Th1 response in the fetal environment is generally attributed to the production of Th1-antagonistic mediators produced by the placenta; however there is also evidence of direct epigenetic control of gene transcription (further discussed below). Regulatory T cells (Tregs) expand during pregnancy and are recruited to the feto–maternal interface where they orchestrate immune tolerance towards the fetus [36] which may also be under epigenetic control. Together, these observations suggest a role for epigenetic regulation in the establishment and maintenance of the fetal environment.

While the transition in early gene expression patterns from fetal to postnatal patterns is developmentally regulated, environmental forces, such as microbial exposure (which is known to promote Th1 and Treg differentiation), also appear to play a critical role in the success of this process [37]. A better understanding of these effects is important for developing strategies to prevent or suppress the allergic phenotype.

18.4 DEVELOPMENTAL DIFFERENCES IN GENE EXPRESSION IN ALLERGIC DISEASE

Many presymptomatic differences of immune maturation pathways have been observed between allergic and non-allergic children. Of these, relative immaturity of neonatal Th1 immune function has been one of the prominent antecedents of allergic disease [21,38]. Although Th1 responses are generally suppressed at birth, this appears to be more marked in
individuals who develop subsequent allergic disease [21,38]. This is also coupled with a delayed postnatal maturation of Th1 immunity in high-risk children [22,26]. Differences in innate immunity [26] and Treg function [39,40] are also observed at birth between allergic and non-allergic children. These differences could reflect both genetic predisposition and environmental exposures in pregnancy at a time when the fetal immune system is potentially more vulnerable to epigenetic changes in gene expression, as discussed further below.

18.5 EPIGENETIC REGULATION OF IMMUNE DEVELOPMENT

Development of the immune system, like all other systems/organs, is under epigenetic control. Changes in epigenetic profile have been observed in developmental maturation of T cells with age [41]. In the fetus, there is low-level methylation of CpG sites within the promoter regions of the IFNG and Th2 cytokine loci (gene silencing) in naive CD4⁺ T cells [42]. With age there is progressive demethylation of IFNγ which is accompanied by an increased capacity of IFNγ production by adult naive CD4⁺ T cells.

The best evidence of epigenetic regulation of immune pathways has been observed for T-cell differentiation [43–45]. Polarization of naive CD4⁺ T cells by the cytokine milieu is mediated through activation of signaling pathways and transcription factors that are distinct for Th1 and Th2 subsets. IL-4 activation of STAT-6 signaling and the expression of the transcription factor GATA-3 promotes Th2 differentiation. On the other hand, IL-12-induced differentiation into IFN-γ producing Th1 cells is mediated through the activation of STAT-4 signaling and the transcription factor T-bet. Regulation of these Th cell lineages is governed by reciprocal inhibition; i.e. IL-4 activated GATA-3 inhibits Th1 cytokine expression, while inhibition of Th2 cytokine expression by T-bet ensures that once committed naive T helper cells generally differentiate in one dominant direction [46,47]. More recently another transcription factor, Runt-related transcriptional factor 3 (RUNX3), was found to be induced by T-bet, which together enhances expression of IFNG while repressing IL4 expression [48].

In naive CD4⁺ T cells, both IFNG and IL4 are methylated, resulting in chromatin remodeling that is transcriptionally non-permissive [43,45]. During Th1 lineage commitment the promoter region of the IFNG gene undergoes progressive demethylation (activation), while the IL4 is hypermethylated (silenced), thus inducing chromatin remodeling compatible with IFNG but not IL4 expression. On the other hand, differentiation of naive CD4⁺ cells to Th2 cells involves hypomethylation of the IL4 and concomitant silencing (through methylation) of IFNG [42–44,46,49]. GATA-3-mediated chromatin remodeling at the Th2 cytokine loci (IL4/IL5/IL13/RAD50) is also essential for the Th2 lineage commitment and maintenance of Th2 phenotype through cell division [50]. Changes in histone modifications following T-cell receptor (TCR) signaling appear to be involved in this process. These modifications are orchestrated by site-specific enzymes including histone acetyltransferases (HATs) and histone deacetylases (HDACs) [46]. Acetylation of histone by HAT is generally associated with gene expression, whereas removal of acetyl group by HDAC is associated with more closed chromatin structure that makes the gene transcriptionally non-permissive. The importance of endogenous HDAC activity on Th cell differentiation was demonstrated by a shift in recall (memory) responses toward a Th2 phenotype when HDAC activity was inhibited by trichostatin-A (TSA). Bronchial biopsies from untreated asthmatics revealed a higher level of HAT and lower level of HDAC activity [51]. Of note, treatment with inhaled steroids was associated with a reverse in HAT/HDAC levels to that of controls, suggesting therapeutic pathways also involve epigenetic modulation.

IL-2, another important cytokine in maintaining survival and proliferation of activated T cells, provides another example of the epigenetic regulation of immune pathways. In naive T cells,
the IL2 promoter region is also methylated, undergoing demethylation following activation of the T cell with enhancing IL2 expression [52,53].

Regulatory T-cell differentiation is also under epigenetic control [54,55]. Expression of the forkhead transcription factor 3 (FOXP3) is known to be critical for the development and regulatory functions of Tregs. The regulation of FOXP3 expression is not completely understood, however, recent findings indicate a pivotal role for DNA methylation at both promoter and enhancer sequences [55]. In undifferentiated naive T cells, CpG sites within a CpG island associated with the FOXP3 promoter are highly methylated and upon stimulation by TGF-β, these methylation marks are removed, ensuring stable expression of FOXP3 and differentiation into Treg cell lineage.

A more recently recognized distinct helper-T cell subset, the Th17 lineage associated with a number of autoimmune diseases as well as with severe forms of allergic diseases [56–58] also appears to be regulated through changes in histone acetylation [59]. Although the developmental role of this IL-17-producing lineage is not clear, a recent study revealed that Th17 cells can differentiate from Treg cells, and that HDAC inhibitor TSA had a profound negative effect on the emergence of these IL-17-producing cells [60].

These observations have led to speculation that factors that increase methylation (i.e. of IFNG and FOXP3) may increase the risk of disease by silencing the Th1 and Treg pathways. While this notion may appear simplistic, there are now a number of studies pursuing this general concept that environmental changes can alter patterns of gene methylation.

While there is solid evidence that epigenetic machinery regulates genes/pathways directly linked to allergic response, epigenetic regulation of “master” transcription factors (such as NFκB) indirectly controls a wider range of downstream immune and inflammatory responses [61,62]. For example, glucocorticoid receptor (GR) function is regulated by HDAC2 which is sensitive to oxidative stress [63]. Reduced GR function up-regulates the NFκB activity [64] which in turn enhances the expression of inflammatory genes such as IL8 [63]. This highlights how disease risk may be modulated at multiple levels.

In addition to histone modifications and DNA methylation, other important gene regulatory networks contribute to the control of gene expression, including microRNAs (miRNAs), small interfering RNAs (siRNAs), and long non-coding RNAs (ncRNA). There is accumulating evidence that miRNAs are important for T-cell differentiation [65,66] and may be linked to development of inflammatory disease [67,68]. Since miRNAs often target hundreds of genes [69], they may be more important epigenetic regulators that mediate environmental assaults in specific inflammatory pathways.

Although early models of “lineage commitment” proposed distinct terminally differentiated Th subsets, more recent evidence argues against this more static view [70]. While CD4+ cells differentiate according to their local cytokine milieu during stimulation, they retain a degree of cellular plasticity [70–72]. Epigenetic modifications are undoubtedly involved in regulating the switch that controls signature-cytokine genes determining naive CD4+ cell fates, but may be equally important in contributing to the potential cellular flexibility.

Now there is a growing body of data in support of epigenetic regulation of cellular plasticity of Th cells [70]. While Foxp3 is essential for the maintenance of suppressive function in Treg cells, it has been shown that depletion of Foxp3 expression results in acquisition of “effector” functions by these cells with concomitant loss of regulatory properties [73,74]. These observations have led to the speculation that “Th-effector” functions in Treg cells are continuously maintained in a dormant state by an active Foxp3-mediated mechanism. Recently, Beyer et al. reported that repression of “Th-effector” functions of Treg cells are mostly mediated by SATB1, a chromatin organizer and a transcription factor, and appear to be under direct transcriptional control of Foxp3 (at SATB1 locus) as well as indirectly by Foxp3-dependent miRNA [75].
Furthermore, release of SATB1 from Foxp3 control was able to reprogram the Treg to gain “effector” function while losing its suppressive function. This shows that Treg population represents a differentiated cell lineage committed to a specific function but retains developmental plasticity that may be mediated through epigenetic mechanisms.

Challenging traditional models of epigenetic control of T-cell lineage commitment, Wei et al. mapped active and repressive histone marks genome-wide across a spectrum of Th1, Th2, Th17, natural and induced Treg phenotypes [76]. Modifications at signature cytokine genes conformed to previous models of T-cell commitment, however, master transcription factors, such as the gene encoding T-bet (TBX21) and GATA3, were found to exhibit a mixture of active and repressive (bivalent) chromatin states across these phenotypes. It is speculated that bivalent epigenetic marks in master regulators of the Th differentiation maintain these transcription factors at a “poised” state for expression in non-expressing cell lineages and under appropriate conditions they can be induced leading to an alternate cell fate [76,77]. This shows that epigenetic mechanisms play a dual role in Th differentiation: ensure a “committed” state of Th-cell response upon activation while conferring cellular plasticity.

18.6 FACTORS THAT MODULATE ALLERGIC DISEASE RISK THROUGH EPIGENETIC MECHANISMS

There is intense interest in the prenatal factors that may modify optimal patterns of immune gene activation or silencing. A range of exposures already implicated in the rise in allergic disease have been shown to have potential epigenetic effects on fetal immune function, including microbial exposure, maternal diet, and pollutants [37,38] (Figure 18.1). Table 18.1 summarizes the environmental factors that modulate disease risk possibly through epigenetic modifications.

18.6.1 Epigenetic Effects of Bacterial Exposure on Immune Development

Declining microbial exposure has long been implicated in the rise in allergic diseases [3], although the original “hygiene hypothesis” was focused more on the allergy-protective effects of infectious exposures rather than more general microbial burden [79]. The initial explanations for this protective effect centered around the ability of microbial components to upregulate IFN-γ production and inhibit pro-allergic Th2 response [3]. This notion is supported

---

**FIGURE 18.1**

Environmental influences on developing immune system: This illustrates the environmental factors that have been shown to modify epigenetic profile and gene expression during early development. This figure is reproduced in the color plate section.
by the impaired postnatal maturation of IFN-γ pathways in allergic disease [22,26]. Furthermore, an array of microbial exposures (such as enteric flora, farm animals, and house dust endotoxin) has been shown to both increase early IFN-γ production (Th1 response) and decrease the risk of allergic disease. Given the fact that ultimate regulation of IFN-γ expression is linked to methylation/demethylation events in the IFNG promoter in CD4⁺ T cells, it is tempting to speculate that microbial exposures induce demethylation/acetylation of IFNG in CD4⁺ T cells [31]. Preliminary results from an animal model provide some evidence that this is possible. Non-pathogenic microbial strains (Acinetobacter lwoffi) isolated from farming environments can induce epigenetic effects when administered to pregnant animals and protect the offspring from experimental postnatal asthma [80]. This effect depends on increased expression of IFN-γ mediated by an increase in H4 acetylation of the IFNG promoter. Notably, these effects were abolished by inhibition of histone acetylation following garcinol treatment. Even though there is no direct evidence for such association in humans, bacterial, viral, and parasitic agents have been shown to hold the capacity of inducing methylation events in host DNA [81—84]. This is an area for future research with clear implications on therapeutic as well as preventive strategies for allergic diseases.

While the postnatal microbial exposure has the most obvious implications for the developing immune system, there is emerging evidence that effects of microbial exposure may begin much earlier with maternal microbial exposure showing potential to modulate fetal immune

### TABLE 18.1 Environmental Factors Known to be Associated with Epigenetic Modifications

<table>
<thead>
<tr>
<th>Environmental Factor</th>
<th>Epigenetic Modification</th>
<th>Effect of Epigenetic Changes on Allergy</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prenatal exposure to microbial products</td>
<td>H4 acetylation of IFNG promoter in mice Demethylation of Treg-specific demethylated region (TSDR) in neonates</td>
<td>Increase in IFNG expression Induce FOXP3 expression</td>
<td>[80]</td>
</tr>
<tr>
<td>Maternal high-folate diet</td>
<td>Methylated changes in 82 gene loci including RUNX3 in mice</td>
<td>Increase in airway hyperresponsiveness, airway eosinophilia, and production of inflammatory cytokines Increase in expression of inflammatory mediators GM-CSF, IL-8, and TNF-α Reduced response to corticosteroids Significance to allergy is not yet known</td>
<td>[94]</td>
</tr>
<tr>
<td>Exposure to tobacco smoke</td>
<td>Suppress HDAC activity and overall HDAC activity in alveolar macrophages and bronchial biopsies in healthy smokers Hypomethylation of MAOB promotor in circulating platelets and PBMCs in smokers</td>
<td>Increase in airway hyperresponsiveness, airway eosinophilia, and production of inflammatory cytokines Increase in expression of inflammatory mediators GM-CSF, IL-8, and TNF-α Reduced response to corticosteroids Significance to allergy is not yet known</td>
<td>[63]</td>
</tr>
<tr>
<td>Prenatal exposure to tobacco smoke</td>
<td>Global DNA hypomethylation, hypermethylation of AXL and FTPRO, varied pattern of LINE1 methylation pattern by child’s GSPT1 haplotype</td>
<td>Relevance to pathogenesis of allergic disease is not yet known</td>
<td>[116]</td>
</tr>
<tr>
<td>Exposure to black carbon particles</td>
<td>Hypomethylation of LINE1 of leukocyte DNA of elderly people</td>
<td>Relevance to allergy has not yet identified</td>
<td>[121]</td>
</tr>
<tr>
<td>Prenatal exposure to PAH</td>
<td>Hypermethylation of ACSL3 in cord blood mononuclear cells</td>
<td>Direct relevance to allergic disease pathogenesis has not been defined</td>
<td>[126]</td>
</tr>
<tr>
<td>Exposure to diesel exhaust particles</td>
<td>Hypermethylation of IFNG promotor and hypomethylation of IL4 promotor in splenic CD4⁺ cells in mice</td>
<td>Increase in the production of IgE upon intranasal administration of Aspergillus fumigates</td>
<td>[133]</td>
</tr>
<tr>
<td>Prenatal exposure to lead</td>
<td>Global DNA hypomethylation in neonates</td>
<td>Outcome on allergic disease is not yet known</td>
<td>[146]</td>
</tr>
</tbody>
</table>
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function. Both human and animal studies clearly demonstrate that in utero exposure to both pathogenic and non-pathogenic microbial products can prevent allergic outcomes in the offspring, independent of postnatal exposure [85–88]. This protective effect has been associated with enhanced neonatal Treg numbers and function [87] along with increased IFNG expression [80]. Interestingly, exposure to microbial products in a farming environment appeared to stimulate FOXP3 expression in neonates by demethylating an evolutionary conserved element within the FOXP3 locus, Treg-specific demethylated region (TSDR) [87]. These findings together, are highly suggestive of microbial exposure during pregnancy can modify fetal immune responses through epigenetic mechanisms [81–83].

18.6.2 Epigenetic Effects of Maternal Diet on Immune Function

Modern diets differ in many aspects from more traditional diets with more processed and synthetic foods and less fresh fish, fruits, and vegetables. Of immediate relevance here, this dietary pattern in pregnancy appears to provide less tolerogenic conditions during early immune development promoting allergic outcomes in the offspring [89]. The specific nutritional changes implicated in the rising prevalence of asthma and other allergic diseases includes a decline in consumption of polyunsaturated fatty acids (PUFA) [90], soluble fiber [91], antioxidants, and other vitamins [92,93]. Indeed, diet and nutrition in pregnancy have been a dominant basis for notions of the “developmental origins” of many diseases [28]. The first evidence that maternal dietary changes in pregnancy can alter immune function and allergic outcomes through epigenetic modifications came from animal studies. A diet rich in methyl donors (folate) fed to pregnant mice induced allergic airway disease and a Th2 phenotype to in the offspring (F1 generation) [94]. This folate-rich maternal diet induced methylation changes in 82-gene loci in the offspring, resulting in increased airway hyperresponsiveness, airway eosinophilia, and production of inflammatory cytokines. This trait was then inherited to the subsequent F2 generation, demonstrating the transgenerational effects of environmental modification. Among these genes, RUNX3, a gene known to regulate T-lymphocyte development and to suppress airways inflammation [95] was hypomethylated with concordant transcriptional silencing of this gene in the progeny [94]. While some human studies reported that folic acid supplementation during pregnancy is associated with an increased risk of asthma and respiratory infections in infants [96], a recent Dutch study revealed no association between maternal folic acid supplementation and allergic outcomes in neonates [97]. However, until this is fully explored in human studies and the mechanistic pathways are clearly delineated, it is not appropriate to change the current practice of folate fortification to prevent neural tube defects.

The role of vitamin D as an immune-modulatory substance is currently under much debate. Epidemiological associations between vitamin D levels and allergic diseases remain inconclusive. Vitamin D intake during pregnancy has been associated with either increased risk [98] or decreased risk [99,100] of allergic disease in infants. At a cellular level, 1α,25-dihydroxyvitamin D3 (active metabolite of vitamin D) also appears to have diverse actions on nuclear factor kappa B (NF-κB)-driven transcription of inflammatory genes [101,102]. However, it appears that HDAC activity is required for vitamin D-mediated NF-κB modulation [101].

Supplementation of fish oil (n-3 PUFA) is associated with effects on immune function of the offspring [90]. However, at this stage it is not clear whether it is related to epigenetic modulation. Similarly, antioxidants have the capacity to induce T-cell tolerance [103] and enhance the production of IL-12 by dendritic cells [104]. It can be postulated that through these effects antioxidants can favor the development of Th1 cells while suppressing the Th2 development. The effect of dietary antioxidants during pregnancy on fetal immune development is limited [105]. Evidence that oxidative stressors can modify the disease risk through epigenetic mechanisms suggests a role for these pathways [106].

Purified compounds isolated from garlic and broccoli have been reported to have epigenetic effects [107]. These bioactive compounds are found to be associated with HDAC inhibitory
activity in animal models and may be related to increased cancer risk. Based on the immune modulatory property of these extracts, these common dietary components may be an additional source of epigenome modifiers in allergy risk and warrant further study.

18.6.3 Epigenetic Effects of Tobacco Smoke
Exposure to tobacco smoke represents a major risk factor for an array of diseases including asthma [108], chronic obstructive pulmonary disease (COPD) [109], and lung cancers [110]. There is mounting evidence that epigenetic modifications induced by tobacco smoke are associated with the development of these chronic diseases [78]. One possible epigenetic effect of tobacco smoke in the pathogenesis of respiratory inflammatory diseases is through perturbing the balance between the HAT/HDAC homeostasis of the airway immune cells. Bronchial biopsies and alveolar macrophages taken from healthy smokers and age-matched healthy non-smokers reveal that tobacco smoke suppresses the HDAC2 expression and overall HDAC activity and enhanced the expression of inflammatory mediators GM-CSF, IL-8, and TNF-α [63]. Of note, cigarette smoking reduces the response to corticosteroids by decreasing HDAC activity in key inflammatory cells such as alveolar macrophages, explaining the attenuated response to steroid therapy in patients with COPD (which also has a strong link with chronic exposure to tobacco smoke). The HDAC inhibitor TSA has been shown to reverse the proinflammatory changes and glucocorticoid responsiveness in the macrophages [63], implying their usefulness as an adjuvant drug for the treatment of asthma.

In addition to altering the HAT/HDAC balance, tobacco smoke can modulate the DNA methylation status of regulatory regions in a number of genes. Direct evidence for modified DNA methylation of epigenetic tags comes from a report that smoking leads to hypomethylation of monoamine oxidase (MAO) type B promoter in circulating platelets [111]. Furthermore, the authors describe similar results for PBMC of smokers and imply smoking-induced MAO gene deregulation could have a more general impact than vascular effects.

Exposure to cigarette smoke in pregnancy has many adverse effects on the fetus, including effects on lung function and asthma risk [112,113]. Smoking in the last trimester has been associated with early onset of airway hyperreactivity (likely asthma) by the age of 1 year [114]. Moreover, both maternal and grandmaternal smoking during pregnancy are associated with increased risk of childhood asthma, suggesting a persistent heritable effect [115]. Comparison of DNA methylation pattern of buccal cells from children born according to maternal smoking habits during pregnancy, revealed that exposure to tobacco smoke was associated with global DNA hypomethylation. Exposed children had significantly lower methylation of short interspersed nucleotide element AluYb8, a surrogate marker of global DNA methylation [116]. In addition, the study revealed that smoking affects epigenetic marks in gene specific manner. Using a CpG loci screen, eight genes were found differentially methylated in exposed children as opposed to unexposed children. Two genes, AXL and PTTPRO, were validated by pyrosequencing and showed significant hypermethylation in exposed children but their significance in relation to asthma pathogenesis remains unclear. Moreover, methylation status of the DNA repetitive element LINE1 was observed only in children with common GSTM1-null genotype, while methylation pattern in exposed children varied with a common GSPT1 haplotype implying the genetic influence over the epigenetic—environmental interactions. It is interesting that maternal smoking had dual effects on fetal methylation profile; global DNA hypomethylation and hypermethylation of some specific genes [116]. Global hypomethylation could result from DNA damage caused by smoke-induced oxidative stress to DNA that interferes with the binding of DNA methyltransferase (DNMT) preventing DNA methylation [117]. The effect of tobacco smoke exposure on methylation of specific genes could possibly be due to de novo methylation in specific gene promoters, perhaps by incomplete erasure during methylation reprogramming that occurs in the embryo after fertilization [118].
18.6.4 Effects of Air Pollutants and Other Outdoor Pollutants on Epigenetics

Airborne pollutants such as particulate matter (PM) and noxious gases including benzene have been shown to be associated with asthma and other respiratory diseases [119,120]. These agents cause exacerbation of asthma symptoms in affected individuals but a causative link to asthma has not been well defined. Ambient level of black carbon particles, a marker of traffic pollution, has been consistently associated with a variety of adverse health outcomes and exposure even for a short duration was associated with hypomethylation of LINE1 but not Alu in blood DNA samples taken from a cohort of elderly people [121]. Polycyclic aromatic hydrocarbons (PAH) are one of the most widespread organic pollutants and also a major component of PM of urban aerosol. In addition to their presence in oil, coal, and tar deposits they are also formed by the incomplete combustion of carbon-containing fuels such as wood, coal, diesel, fat, tobacco, and incense. Grilled, smoked, or barbecued meats also appear to contain high levels of PAH [122,123]. In addition to its carcinogenic properties [124], it has been found not only to impair functions of airway cells and smooth muscle cells but also diminish responsiveness to standard therapy given to asthmatics [125]. Recently, a novel epigenetic marker for PAH-associated asthma has been identified and cord blood mononuclear cells (CBMC) of children born to mothers who had been exposed to considerable level of PAH showed hypermethylation of the acyl-CoA synthetase long-chain family member 3 (ACSL3) promoter [126]. Furthermore, the exposure level was highly correlated with increased risk of asthma symptoms in the offspring before age 5 years. ACSL3 genes are expressed in lungs and thymus tissue and encode key enzymes in fatty acid metabolism [127,128]. Given the fact that ACSL3 is located in 2q36.1 which is associated with regions of the asthma susceptibility loci in specific populations [129,130], it is tempting to speculate that hypermethylation of this gene in lung tissues can potentially influence the fatty acid metabolism and phospholipid composition of the membranes and lung function. The direct relevance of this finding to asthma pathogenesis has not been defined but epidemiological studies have revealed the alterations in fatty acid composition in the diet [131] and cord blood [132] are associated with the increased risk of asthma.

Diesel exhaust particles (DEP), in addition to a source of PAH, give rise to an array of chemicals dispersed in the air as ultrafine particles. Exposure of mice to inhaled DEP for 3 weeks can augment the production of IgE upon intranasal administration of Aspergillus fumigates [133]. Hypersensitization occurred through hypermethylation of IFNG promoter with concomitant hypomethylation of IL4 promoter in DNA from splenic CD4\(^+\) cells. The effects of PM could be mediated in the airways through induction of oxidative stress. Treatment of A549 cells (adenocarcinomic human alveolar basal epithelial cells) with either PM-10 or H\(_2\)O\(_2\) increased the expression and release of IL-8, which increased the HAT activity, hence remodeled the IL8 promoter region [134] suggesting PM exert their effects through chromatin remodeling of the susceptible genes.

Benzene, toluene, xylene, and other volatile organic compounds like PM are associated with adverse health effects including asthma. Children exposed to benzene have an increased risk of asthma symptoms [135] and this could possibly be mediated through changing the DNA methylation profile since exposure to benzene induced changes in DNA methylation in a global and gene-specific manner [136].

Although less is known about the immune effects of other pollutants released to the environment by agricultural and modern industrial processes, it has been shown that highly lipid soluble substances such as polychlorinated biphenyl compounds, organochlorine pesticide, dioxins, and phthalates accumulate in human tissue with age [137] possibly through contaminated water, food, and clothing. Of most concern, some of these products have been measured in breast milk, cord blood, and placental tissue [138–140] emphasizing the possible adverse outcome in early development and subsequent disease pathogenesis in offspring.
Higher levels of organic pollutants were associated with higher levels of cord blood IgE antibodies [141]. At higher levels these products can have immunosuppressive effects in humans [142], whereas at low levels some appear to selectively inhibit type 1 immune responses [143], leading to speculation that this could possibly favor allergic (type 2) immune responses. Many of these organic pollutants now have been associated with modified epigenetic tags in humans, as evidenced by variations in global DNA hypomethylation patterns with persistent low-dose exposure [144]. More evidence for epigenetic alterations induced by exposure to organic pollutants comes from rodent studies [145]. Prenatal exposure to lead was associated with global DNA hypomethylation in a human study suggesting epigenome of the developing fetus can be influenced by maternal cumulative lead burden [146]. This may influence long-term epigenetic programming and disease susceptibility throughout the life course. The levels of many pollutants are declining in some regions as a result of restrictions imposed on the use of pesticides and other toxic chemicals, and this is reflected in declining levels measured in adipose tissue [147]. Nevertheless, the effects of these factors should not be ignored, as epigenetic effects may potentially reflect exposure of subsequent several generations and this relationship may be obscured in cross-sectional epidemiological studies.

18.6.5 Other Maternal Factors that May Modulate Allergic Propensity in the Newborn Through Epigenetic Mechanisms

In the context of asthma and allergic diseases, the maternal phenotype appears to be a major factor determining the subsequent outcomes in the offspring. Maternal asthma and allergic status has a stronger effect than paternal allergy on both allergic diseases and Th1-IFNγ production in the neonate [148]. Lower IFNγ responses to HLA-DR-mismatched fetal antigens have also been observed in allergic mothers compared to non-allergic mothers [149]. This may affect the cytokine milieu at the feto—maternal interface and could be a mechanistic link of attenuated Th1 responses commonly observed in infants born to atopic mothers [38]. Rising rates of maternal allergy mean that the endogenous effects of the maternal allergic phenotype have the potential to amplify the effects of a proallergic exogenous environment. The underlying mechanisms, yet unclear, may involve epigenetic modifications of the specific immune genes.

The hypothalamic—pituitary—adrenal (HPA) axis is a major component of the neuroendocrine system. This axis controls many body processes and plays a major role in controlling stress responses. The immune system and the HPA axis are closely linked, particularly through the effects of glucocorticoids which connect these two critical systems. In pregnancy, the placental immune system is, at least in part, regulated by glucocorticoids. Under adverse (stressful) conditions HPA axis activation can induce up-regulation of placental Th1 cytokine production, resulting in poor fetal outcomes. In animal models, it has been shown that maternal stress can alter placental gene expression, in particular, genes involved in DNA methylation and histone modification and cell cycle regulation [150] and strongly suggest that maternal stress can induce epigenetic effects on fetal immune function with implications for the subsequent risk of disease in childhood. This is still poorly understood and an important area for ongoing research.

18.7 CONCLUSIONS

Exposure to a plethora of environmental factors (microbial exposure, maternal diet and smoking) during critical periods of early immune development, has the potential to modify the fetal immune development and the risk of subsequent disease. Notions of plasticity in gene expression that may be epigenetically modified by the early environment provide a new model to understand the gene—environmental interactions that contribute to the rising prevalence of asthma, allergy, and other immune diseases. Of greatest significance, this epigenetic plasticity may pave the way to develop novel early interventions to curb the epidemic of immune disease, ideally through primary prevention in early life.
The discovery of epigenetics as a key mechanism modulating immune machinery has profoundly changed perspectives and research approaches to allergy disease. However, many unanswered questions need to be addressed before these findings will be of any therapeutic value, including: can epigenetic profiles be used to accurately predict disease risk and susceptibility to treatment at the individual and population levels? How long will epigenetic memory last and can we reverse any events that occurred in early life at a later stage? Can we erase the epigenetic marks passed through generations by modulating the environment of the next generations or with therapeutic interventions?
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19.1 INTRODUCTION

Both asthma and COPD involve the increased expression of multiple inflammatory genes [1–3]. There is increasing recognition that epigenetics may play an important role in the regulation of inflammatory genes in diseases. Since epigenetic changes can be longstanding and may be passed to the offspring this is likely to be important in understanding the chronicity of inflammation and how environmental factors which affect the mother (such as cigarette smoking and diet) may affect the progeny. It has also been recognized that currently used treatments, such as corticosteroids, also work, at least in part, through epigenetic mechanisms. Understanding these epigenetic pathways may identify novel targets for the development of future therapy [4–6]. Histone acetylation has been studied in some detail in relation to the expression of inflammatory genes [7]. Histones may also be influenced by other post-translational modifications, including phosphorylation through the action of various kinases, methylation via histone methyltransferases, tyrosine nitration, ubiquitination and SUMOylation (SUMO = small ubiquitin modifier protein), resulting in changes in gene expression (Figure 19.1). Indeed these modifications may take place sequentially so that one modification then makes it possible for the next occurring and this “histone code” may account for cell specificity in inflammatory gene regulation [8]. For example, regulation of the gene encoding transforming growth factor (TGF)-β1 involves successive acetylation and methylation at different lysine and arginine residues on histones-3 and -4 [9]. Various existing
Drugs may interfere with these histone modification signaling pathways and better understanding of these molecular mechanisms may identify novel molecular targets for discovering new anti-inflammatory therapies in the future.

### 19.2 Histone Acetylation and Inflammatory Gene Regulation

Gene expression is regulated by various coactivator molecules, such as CREB-binding protein (CBP; CREB = cyclic AMP response element binding protein) and p300, all of which have intrinsic histone acetyltransferase (HAT) activity. Expression of inflammatory genes is regulated by increased acetylation of histone 4 [10]. In this way epigenetic factors play a critical role in chronic inflammation [11]. In asthma patients there is evidence for increased acetylation of histone-4, consistent with increased expression of multiple inflammatory genes [12]. Many of these genes are regulated by the transcription factor nuclear factor-κB (NF-κB), which may also be acetylated. In COPD peripheral lung, airway biopsies and alveolar macrophages there is an increase in the acetylation of histones associated with the promoter region of inflammatory genes, such as CXCL8 (interleukin-8) that are regulated by NF-κB and the degree of acetylation increases with disease severity [13]. This increased acetylation of histones associated with inflammatory genes is not due to an increase in HAT activity in lungs or macrophages as in asthma, but due to decreased histone deacetylase (HDAC) activity.

Histone acetylation is reversed by HDACs. There are 11 HDAC isoenzymes that deacetylate histones and other proteins within the nucleus and specific HDACs appear to be differentially regulated and to regulate different groups of genes [14]. HDACs play a critical role in the suppression of gene expression by reversing the hyperacetylation of core histones. For the regulation of inflammatory genes HDAC2 appears to be of critical importance [10,15]. The expression of inflammatory genes is determined by a balance between histone acetylation (which activates transcription) and deacetylation which switches off transcription.

### 19.3 Acetylation of Non-Histone Proteins

It has been increasingly recognized that many regulatory proteins, particularly transcription factors and nuclear receptors, are also regulated by acetylation that is controlled by HATs and HDACs and may also play a key role in the regulation of inflammatory genes [16]. The proinflammatory transcription factor NF-κB may be acetylated at several Lys residues on p65
and this appears to enhance its ability to activate certain inflammatory genes, whereas other inflammatory genes may be less activated. There is a complex interplay between acetylation and ubiquitination which leads to loss of p65 protein [17]. Acetylation also plays a key role in the regulation of androgen and estrogen receptors, and this is also the case for glucocorticoid receptors (GR) [15]. GR is acetylated within the nucleus at specific lysine residues close to the hinge region of the receptor and only binds to its DNA-binding site in its acetylated form. However, in order to inhibit NF-κB-activated genes it is necessary to deacetylate the receptor and this is achieved by HDAC2 (Figure 19.2).

19.4 CORTICOSTEROIDS SUPPRESS INFLAMMATION VIA EPIGENETIC MECHANISMS

There have been major advances in understanding the molecular mechanisms whereby glucocorticoids suppress inflammation, which also provides important insights into how corticosteroid-resistance may arise [18, 19]. A major mechanism of action of corticosteroids involves changes in histone acetylation to regulate inflammatory and anti-inflammatory genes. Corticosteroids diffuse across the cell membrane and bind to glucocorticoid receptors (GR) in the cytoplasm. Upon ligand binding, GR are activated and released from chaperone proteins (heat shock protein 90 and others) and rapidly translocate to the nucleus where they exert their molecular effects through the activation and suppression of multiple genes involved in the inflammatory process. GR homodimerize and bind to glucocorticoid response elements (GRE) in the promoter region of glucocorticoid-responsive genes and this interaction switches on (or occasionally switches off) gene transcription. Genes that are switched on by glucocorticoids include genes encoding β2-adrenergic receptors and the anti-inflammatory proteins secretory leukoprotease inhibitor and mitogen-activated protein kinase phosphatase-1 (MKP-1), which inhibits MAP kinase pathways. However, the major action of corticosteroids is to switch off multiple activated inflammatory genes that encode for cytokines, chemokines, adhesion molecules, inflammatory enzymes, and receptors, which are regulated by proinflammatory transcription factors, such as NF-κB and activator protein-1 (AP-1). These transcription factors activate inflammatory genes through histone acetylation, whereas activated GR reverse this process by interacting with corepressor molecules to attenuate NF-κB-associated coactivator activity, thus reducing histone acetylation [10, 18]. Reduction of histone

**FIGURE 19.2**
Acetylation of the glucocorticoid receptor (GR). After corticosteroid binding to GR the receptor translocates to the nucleus where it is acetylated by a histone acetyltransferase (HAT), which is necessary for GR to bind to its glucocorticoid receptor recognition element (GRE) in the promoter region of steroid-sensitive genes, which include the genes that mediate the side effects of corticosteroids, such as osteocalcin. It is necessary for the acetylated GR to be deacetylated by histone deacetylase 2 (HDAC2) in order to inhibit activated nuclear factor-κB (NF-κB) to suppress activated inflammatory genes. This figure is reproduced in the color plate section.
Acetylation mainly occurs through the specific recruitment of HDAC2 to the activated inflammatory gene complex by activated GR, thereby resulting in effective suppression of activated inflammatory genes within the nucleus. GR becomes acetylated upon ligand binding, allowing it to bind to GREs and HDAC2 can target acetylated GR thereby allowing it to associate with the NF-κB complex [15] (Figure 19.2).

19.5 MOLECULAR MECHANISMS OF CORTICOSTEROID RESISTANCE

Several distinct molecular mechanisms contributing to decreased anti-inflammatory effects of glucocorticoids have now been identified, so that there is heterogeneity of mechanisms even within a single disease [20]. However, similar molecular mechanisms have also been identified in different inflammatory diseases, indicating that there may be common therapeutic approaches to these diseases in the future [19]. Histone acetylation plays a critical role in the regulation of inflammatory genes and corticosteroids switch on corticosteroid-responsive genes, such as MKP-1, via acetylation of specific lysine residues (K5 and K16) on histone-4 [21]. In a small proportion of patients with corticosteroid-resistant asthma, GR translocates normally to the nucleus after dexamethasone exposure but fails to acetylate K5 so that transactivation of genes does not occur [22].

As discussed above, recruitment of HDAC2 to activated inflammatory genes is a major mechanism of inflammatory gene repression by corticosteroids and reduced HDAC2 activity and expression is reduced in some diseases where patients respond poorly. For example, HDAC2 is markedly reduced in alveolar macrophages, airways, and peripheral lung in patients with COPD [13], and similar changes are found in peripheral blood mononuclear cells and alveolar macrophages of patients with refractory asthma [23] and in the airways of smoking asthmatics. The corticosteroid resistance of COPD bronchoalveolar macrophages is completely reversed by overexpressing HDAC2 (using a plasmid vector) to the level seen in control subjects [15]. The mechanisms for HDAC2 reduction in COPD are now being elucidated [24]. Oxidative and nitrative stress result in the formation of peroxynitrite, which nitrates tyrosine residues on HDAC2 resulting in its inactivation, ubiquitination, and degradation [25]. Oxidative stress also activates phosphoinositide-3-kinase (PI3K)-δ, which leads to phosphorylation and inactivation of HDAC2 (Figure 19.3) [26]. This suggests that oxidative stress may be an important mechanism of corticosteroid resistance and is increased in most severe and corticosteroid-resistant inflammatory diseases.

19.6 THEOPHYLLINE AS AN EPIGENETIC MODULATOR

An attractive therapeutic option is to reverse the cause of corticosteroid resistance by inhibiting the specific molecular pathways involved. Theophylline is a drug used to treat asthma and COPD for over 80 years and was previously used as a bronchodilator through inhibition of phosphodiesterases in airway smooth muscle. However, the use of theophylline has declined recently as side effects are common in the high doses needed for bronchodilatation and these are also mediated by phosphodiesterase inhibition, as well as through adenosine receptor antagonism. Recently, low concentrations of theophylline have been found to have a completely different pharmacological effect. Theophylline in low concentrations causes selective activation of HDAC2, and restores the reduced HDAC2 activity in COPD macrophages back to normal thereby reversing corticosteroid resistance [27,28]. In cigarette-smoke-exposed mice, which develop corticosteroid-resistant inflammation, oral theophylline is also effective in reversing resistance [26]. A clinical study has demonstrated that low doses of oral theophylline increase the anti-inflammatory effects of an inhaled corticosteroid in patients with COPD [29]. In smoking asthmatics, who are also corticosteroid-resistant, a low dose of theophylline appears to be effective in reversing resistance [30] and accelerates recovery of an
acute COPD exacerbation, an effect which is accompanied by increased HDAC activity ion sputum macrophages and reduced inflammatory mediators [31].

The molecular mechanism of action of theophylline in restoring HDAC2 appears to be via selective inhibition of PI3K
d, which is activated by oxidative stress in COPD patients [26, 32, 33]. Selective PI3K
d inhibitors are similarly effective and these drugs are currently in clinical development for other diseases.

19.7 OTHER DRUGS

The tricyclic antidepressant nortriptyline also increased HDAC2 by selectively inhibiting PI3Kδ and is an alternative therapeutic approach [34]. Since oxidative stress appears to me an important mechanism in reducing HDAC2 and leads to corticosteroid resistance, antioxidants should also be effective and the Nrf2 activator sulforaphane, which increases the expression of endogenous antioxidant genes, is also very effective in reversing corticosteroid resistance induced by oxidative stress. The naturally occurring compound curcumin is also effective in increasing HDAC activity and reversing corticosteroid resistance [35]. In the future, novel drugs which increase HDAC2 may be developed when the molecular signaling pathways that regulate HDAC2 are better understood [36].

It has long been recognized that macrolides have anti-inflammatory effects that may be independent of their antibiotic effects. Macrolides appear to inhibit inflammation by inhibiting NF-κB and other transcription factors. A non-antibiotic macrolide (EM-703) reverses corticosteroid resistance due to oxidative stress by increasing HDAC2 activity [37]. Several non-antibiotic macrolides are now in development as anti-inflammatory therapies.

19.8 FUTURE DIRECTIONS

The recognition that histone acetylation activates inflammatory genes and can be modified by anti-inflammatory therapies, such as corticosteroids, suggests that it may be possible to
identify novel targets that may lead to the development of novel therapies. Epigenetic mechanisms may also account for the corticosteroid resistance of COPD, smoking asthma, and severe asthma, leading to the development of new treatments with the ability to reverse this corticosteroid resistance. This is already exemplified by the ability of low concentrations of theophylline to reverse corticosteroid resistance in COPD cells in vitro, smoking animals in vivo, and in patients with asthma and smoking asthmatics. The molecular mechanism of action of theophylline appears to be through inhibition of PI3Kδ and selective PI3Kδ inhibitors mimic the effects of theophylline. Several PI3Kδ inhibitors are now in clinical development. Other drugs may also interact with this pathway, opening up the possibility of a new therapeutic strategy for treating COPD and severe asthma.

While the role of histone acetylation and deacetylation in the regulation of inflammatory genes has been explored, the role of other histone modifications has hardly been investigated. DNA and histone methylation is associated with gene repression, so may be involved in switching off inflammatory genes. The methylation inhibitor 5-azacytidine increases expression of inflammatory genes in vitro and this is partially reversed by a corticosteroid, indicating that methylation may be involved [38]. Methylation of lysine (K) and arginine residues on histones may occur as a result of histone methyltransferases. Histone methylation is complex as methylation of K4 on histone-3 is associated with gene activation, whereas methylation of K9 is associated with gene repression. H3-K4 trimethylation is associated with increased expression of the anti-inflammatory gene-secretory leukocyte protease inhibitor and this is inhibited by 5-azacytidine [39]. Demethylase inhibitors may have anti-inflammatory potential as inhibitors of inflammatory gene expression. Several specific histone lysine demethylases have now been characterized, making it possible to now identify selective inhibitors [40]. Similarly, the therapeutic potential of affecting other histone modifications, such as phosphorylation, tyrosine nitration, ubiquitination, and SUMOylation, has hardly been explored.
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20.1 INTRODUCTION
Cardiovascular diseases, such as atherosclerosis and heart failure, are major public health problems and leading causes of mortality in Western countries [1]. Abundant research has been carried out to understand the factors associated with this disease. Although, there has been a substantial decline in the disease mortality in Europe and in the US over the past 30 years [1], this is mainly due to improvements in quality of care and to the prevention of the disease itself. As a result, understanding the mechanisms which lead to the development of cardiovascular disease keeps an important promise for the future.
Functions of endothelial (ECs) and smooth muscle cells (SMCs), such as proliferation, migration, and apoptosis have an indispensable role in atherosclerosis. Although the detailed mechanism of atherosclerosis is unclear, it is generally believed to be a multistep inflammatory disease [2,3]. The initial step is endothelial dysfunction involving EC proliferation, migration, and apoptosis, which leads to increased endothelial permeability to lipoproteins, increased leukocyte migration, and adhesion resulting in fatty streak formation [2]. In this process, the migration as well as proliferation of SMCs play critical role in the formation of fatty streak. Then, as fatty streaks progress to advanced lesions fibrous caps are formed [2]. At last, in most patients with myocardial infarction the final step is thinning and rupture of fibrous caps, in which the apoptosis of SMCs is considered as a possible cause [4]. Also, other cell types such as macrophages have a crucial role in this process [2].

Cardiomyocyte hypertrophy plays a part in the development of heart failure and left ventricular hypertrophy, which can be induced by hypertension, while myocardial hypertrophy is initially an adaptive response. However, after sustained external load hearts can change into a state of decompensated hypertrophy resulting in dilation of the left ventricle (remodeling) and loss of contractile function. The molecular mechanisms responsible for myocardial remodeling and transition from compensated to decompensated hypertrophy are poorly defined, recent research showed the involvement of epigenetic modulations [5].

20.1.1 DNA Methylation

Epigenetics is the study of heritable alterations in phenotypes and gene expression that occur without changing the DNA sequence, providing a rapid and reversible regulation of the repertoire of expressed genes [6]. Epigenetic process includes DNA methylation as well as histone tails modification [7]. Methylation and acetylation are two major forms of histone modification. Histone methylation is modulated by two enzymes: histone methyltransferases (HMTs) and histone demethylases. The acetylation status of histone is fine tuned by histone acetyltransferases (HATs) and histone deacetylases (HDACs). The role of epigenetics in cancer and neurological diseases has been extensively examined [8]. However, the functions of DNA methylation and histone acetylation in cardiovascular disease are not clear yet. This chapter will discuss the impact of epigenetics on atherosclerosis and heart failure.

DNA methylation is a covalent modification that in mammals occurs predominantly at cytosines followed by guanines (i.e. CpG dinucleotides) to form 5-methylcytosines. CpG methylation generally is associated with gene silencing. DNA methylation is a form of epigenetic gene regulation that together with altered binding profile of transcription factors commonly leads to suppression of gene expression [9]. DNA methylation is catalyzed by three different DNA methyltransferases (DNMTs) encoded by different genes on distinct chromosomes: DNMT1, DNMT3a, and DNMT3b. De novo methylation is catalyzed by DNMT3a and DNMT3b [10]. In contrast, DNMT1 is responsible for the propagation of DNA methylation patterns following DNA replication during mitotic cell division. Mechanisms responsible for the removal of DNA methylation marks remain poorly understood.

20.1.2 Histone Acetylation

Histone acetyltransferases (HAT) are enzymes that acetylate conserved lysine amino acids on histone proteins by transferring an acetyl group from acetyl CoA to form $\varepsilon$-N-acetyl lysine. Typical HATs are CREB-binding protein (CBP) and p300, while in most cases histone acetylation is linked to transcriptional activation. HATs hyperacetylate histones that result in an incompact structure of the DNA, where transcription factors could potentially bind and promote gene expression. In contrast, HDACs act by removing the acetyl groups from hyperacetylated histones and lead to a compact chromatin structure and suppression of genes. HATs and HDACs are recruited to gene promoters by DNA-binding proteins that recognize certain DNA sequences, which results in modulation of specific gene expression [11].
There are 18 characterized members of human HDACs [12], which can be grouped into four classes based on function and DNA similarity (Table 20.1). The class I and class II HDACs are considered as the “classical” HDACs, whose activities could be inhibited by trichostatin A. Class III HDACs represent the silent information regulator 2 (Sir2) family of NAD⁺-dependent HDACs (SIRT1-7) [12], which share structural and functional similarities with yeast Sir2 protein. Borradaile et al. [13] have summarized the role of Class III HDACs in cardiovascular disease. Finally, class IV HDAC is the recently discovered HDAC11. Although HDAC11 is most closely related to class I HDACs, it cannot be grouped into any of the three existing classes due to the low sequence similarities [14].

Class I HDACs (HDAC1, 2, 3, 8) are widely expressed, importantly HDAC1, 2, and 8 reside nearly exclusively in the nucleus. In contrast, HDAC3 is found to shuttle between nucleus and cytoplasm [12]. This indicates that the different localization of HDACs may be related with their distinct function. The members of the class II HDACs (HDAC4, 5, 6, 7, 9, 10) are shown to be involved in cell proliferation and cell survival [12]. In a similar manner Class II HDACs can shuttle between the nucleus and cytoplasm, which can be further divided into subclasses IIa (HDAC4, 5, 7, 9) and IIb (HDAC6, 10). Class IIa HDACs distinguish themselves by their extended N-terminal regulatory domain [15], whereas class IIb HDACs contain two catalytic domains [14]. Class II HDACs have been shown to possess limited HDAC activity compared with Class I HDACs, and they are found to form a complex with corepressors such as N-CoR (Nuclear receptor co-Repressor) and SMRT (Silencing Mediator for Retinoid and Thyroid receptors), as well as Class I HDACs such as HDAC3 [16,17].

Since it is generally believed that HDACs could suppress gene expression only when they are in the nucleus, modulation of cellular localization is considered to be critical in defining the functions of Class II HDACs. Timothy et al. [18] reported that calcium/calmodulin-dependent protein kinase (CaMK) signaling plays a central role in regulating class II HDAC nuclear export. They found that CaMK could phosphorylate class II HDACs and promote their nuclear exportation, thus provide derepression of HDAC-responsive genes. Ruijter et al. [19] summarized that after phosphorylation by CaMK, class II HDACs are exported to the cytoplasm with the help of cellular export factor CRM-1. 14-3-3 proteins (a cytoplasmic anchor protein family) then bind to and retain phosphorylated class II HDACs in the cytoplasm.

As HDACs have broad functions in the cell, various HDAC inhibitors are designed targeting on the catalytic sites of HDACs. They could be grouped into four classes based on their structural diversity, e.g. hydroxamic acids, short-chain fatty acids, cyclic tetrapeptides, and benzamides [20–43] (Table 20.2). Some inhibitors such as trichostatin A (TSA) can inhibit the HDAC activity of both class I and class II HDACs. However, specific inhibitors that could only inhibit the activity of one specific HDAC have been developed. An example is tubacin, a small

<table>
<thead>
<tr>
<th>Class</th>
<th>Human HDAC</th>
<th>Subcellular Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>HDAC1</td>
<td>Nucleus</td>
</tr>
<tr>
<td></td>
<td>HDAC2</td>
<td>Nucleus</td>
</tr>
<tr>
<td></td>
<td>HDAC3</td>
<td>Nuc/Cyt</td>
</tr>
<tr>
<td></td>
<td>HDAC8</td>
<td>Nucleus</td>
</tr>
<tr>
<td>IIa</td>
<td>HDAC4</td>
<td>Nuc/Cyt</td>
</tr>
<tr>
<td></td>
<td>HDAC5</td>
<td>Nuc/Cyt</td>
</tr>
<tr>
<td>IIb</td>
<td>HDAC7</td>
<td>Nuc/Cyt</td>
</tr>
<tr>
<td></td>
<td>HDAC9</td>
<td>Nuc/Cyt</td>
</tr>
<tr>
<td></td>
<td>HDAC6</td>
<td>Mainly Cyt</td>
</tr>
<tr>
<td></td>
<td>HDAC10</td>
<td>Nuc/Cyt</td>
</tr>
<tr>
<td>III</td>
<td>Sirt1–Sirt7</td>
<td>Nuc/Cyt</td>
</tr>
<tr>
<td>IV</td>
<td>HDAC11</td>
<td>Nuc/Cyt</td>
</tr>
</tbody>
</table>
molecule that selectively inhibits HDAC6 activity [44]. More information about the selective HDAC inhibitors could be found in this review [45].

20.2 EPIGENETICS AND EC HOMEOSTASIS

EC proliferation has a major influence on EC turnover. Reports have shown that high EC turnover correlates with high EC permeability [46,47]. Therefore, EC proliferation plays a core part in regulating vascular homeostasis and atherosclerosis. DNA methylation and histone acetylation have been shown to regulate EC proliferation.

20.2.1 DNA Methylation and EC Proliferation

Jamaluddin et al. [48] showed that the cyclin A promoter contains a CpG island for DNA methyltransferase 1 (DNMT1). Homocysteine inhibited DNA methyltransferase 1 (DNMT1) activity by 30%, and reduced the binding of methyl CpG binding protein 2 (MeCP2) and increased the bindings of acetylated histone H3 and H4 in the cyclin A promoter. Finally, adenovirus-transduced DNMT1 gene expression reversed the inhibitory effect of homocysteine on cyclin A expression and EC growth inhibition. In conclusion, homocysteine inhibits cyclin A transcription and cell growth by inhibiting DNA methylation through suppression of DNMT1 in ECs. These results revealed the potential role of DNA methylation in EC proliferation.

20.2.2 Histone Acetylation and EC Proliferation

Our laboratory has found that HDAC7 controls EC growth through modulation of β-catenin translocation [49] (Figure 20.1). We found that overexpression of HDAC7 suppresses human umbilical vein EC proliferation by preventing nuclear translocation of β-catenin and down-regulating T-cell factor-1/Ld2 (inhibitor of DNA binding 2) and cyclin D1, leading to G1 phase elongation. Knockdown of HDAC7 by shRNA induced β-catenin nuclear translocation but down-regulated cyclin D1, cyclin E1, and E2F2, causing EC hypertrophy. Further experiments showed that HDAC7 could retain β-catenin in the cytoplasm by direct binding. We also found that VEGF could induce HDAC7 degradation via PLCγ/IP3K signal pathway and partially rescued HDAC7-mediated suppression of proliferation. Our findings demonstrate a novel function of HDAC7 in the cytoplasm, indicating that class II HDACs are not only functional when they are localized in the nucleus as it was previously believed. Other researchers have also investigated HDAC7 in EC function. Importantly, Chang et al. [50] have shown that disruption of the HDAC7 gene in mice resulted in failure of endothelial cell–cell adhesion and enlargement of the branchial arteries. The enlargement of the branchial arteries may imply an increase in EC number or cell size, which is in agreement with our

<table>
<thead>
<tr>
<th>TABLE 20.2 Structural Classes of HDAC Inhibitors</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Class</strong></td>
</tr>
<tr>
<td>Hydroxamic acids</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Short-chain fatty acids</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Cyclic tetrapeptides</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Benzamides</td>
</tr>
</tbody>
</table>
findings that knockdown of HDAC7 by shRNA increased EC size with a concomitant increase in cellular metabolism. These findings suggest that HDAC7 regulates EC cycle and growth [50]. However, Mottet et al. [51] reported that siRNA-mediated knockdown of HDAC7 does not influence EC proliferation. This discrepancy may result from different culture systems, different effects of gene-knockdown assays, or different methods of measuring cell proliferation and growth.

Injury of the lumen of vessel, e.g. percutaneous coronary intervention, or percutaneous transluminal coronary angioplasty, could cause endothelial denudation. As mentioned above, endothelial denudation induces local inflammation followed by the proliferation and migration of SMC towards the lesion, leading to neointima formation and restenosis. Re-endothelialization, which is promoted by EC migration and proliferation, can rescue this restenosis process [52]. Several studies have been performed to investigate the potential effect of epigenetics on EC migration.

20.2.3 Histone Acetylation and EC Migration

Urbich et al. [53] revealed that siRNA-mediated knockdown of HDAC5 could promote EC migration and sprouting, while knockdown of HDAC7 and HDAC9 decreased EC migration. Deletion and mutation study of HDAC5 revealed that the nuclear localization of HDAC5 is crucial for its function in EC migration, while its binding with MEF2 (myocyte enhancer factor 2) and deacetylase activity are dispensable. It seems that HDAC location is more important than HDAC activity. However, we could not exclude the role of deacetylation in this case, because class II HDACs can recruit other HDACs [16,17]. Microarray analysis indicated that HDAC5 silencing increased the expression of secretive protein fibroblast growth factor 2 (FGF2) [17]. In addition, the conditional medium from ECs transfected with HDAC5 siRNA attracted more migrated cells comparing with scramble siRNA. Chromatin immunoprecipitation assay showed that HDAC5 bound to the promoter region of FGF2, indicating HDAC5 functions as a repressor for FGF2 gene transcription. Their work suggests that HDAC5 is a repressor of EC migration and angiogenesis partially through modulation of FGF2 expression.

HDAC7 has also been reported to modulate EC migration. Mottet et al. [51] showed that siRNA-mediated knockdown of HDAC7 inhibited EC tube formation and migration.
Moreover, platelet-derived growth factor-B (PDGF-B) and its receptor (PDGFR-β) were the most up-regulated genes following HDAC7 silencing. The increased expression of PDGF-B and PDGFR-β are partially responsible for the inhibition of EC migration. Furthermore, treatment of ECs with phorbol 12-myristate 13-acetate resulted in the translocation of HDAC7 out of the nucleus through a protein kinase C/protein kinase D pathway and induced, similarly to HDAC7 silencing, an increase in PDGF-B expression, as well as a partial inhibition of EC migration. Collectively, their data identify HDAC7 as a key modulator of EC migration and hence angiogenesis, at least in part by regulating PDGF-B/PDGFR-β gene expression.

Ha et al. [54] demonstrated another way that the VEGF could modulate HDAC7 and EC migration. They found that VEGF stimulated phosphorylation of HDAC7 at the sites of Ser178, Ser344, and Ser479 in a dose- and time-dependent manner, leading to the cytoplasmic accumulation of HDAC7. The phosphorylation of HDAC7 has been proved to be mediated by phospholipase Cγ/protein kinase C/protein kinase D1 (PKD1)-dependent signal pathway. Infection of ECs with adenoviruses encoding a mutant of HDAC7 specifically deficient in PKD1-dependent phosphorylation inhibited VEGF-induced primary aortic EC migration.

Recent researches have shown that luminal EC apoptosis may be responsible for thrombus formation on eroded plaques without rupture [4,55]. So, the importance of EC apoptosis in atherosclerosis could not be neglected. Epigenetics have been shown to be involved in EC apoptosis.

### 20.2.4 DNA Methylation and EC Apoptosis

Mitra et al. [56] found that oxidized-LDL evoked a dose-dependent increase in apoptosis in the first passage ECs that was completely abrogated by LOX-1 (Lectin-like oxidized low-density-lipoprotein receptor-1) neutralizing antibody. Oxidized-LDL-induced apoptosis was associated with up-regulation of proapoptotic LOX-1, ANXA5, BAX, and CASP3 and inhibition of anti apoptotic BCL2 and cIAP-1 genes accompanied with reciprocal changes in the methylation of promoter regions of these genes. Based on these data, they conclude that exposure of ECs to oxidized-LDL induces epigenetic changes leading to resistance to apoptosis in subsequent generations, and this effect may be related to a LOX-1-mediated increase in DNA methylation.

Rao et al. [57] used methyl-CpG-binding domain protein 2 (MBD2), an interpreter for DNA methylome-encoded information, to dissect the impact of DNA methylation on endothelial function. They found that knockdown of MBD2 by siRNA significantly enhanced angiogenesis and provided protection against H2O2-induced apoptosis. Remarkably, Mbd2(+/−) mice were protected against hindlimb ischemia evidenced by the significant improvement in perfusion recovery, along with increased capillary and arteriole formation. On ischemic insult, key endothelial genes such as eNOS and vascular endothelial growth factor receptor 2 undergo a DNA methylation turnover, and MBD2 interprets the changes of DNA methylation to suppress their expressions. Thus, Mbd2 could be a viable epigenetic target for modulating endothelial apoptosis in disease states.

### 20.2.5 Histone Acetylation and EC Survival

Our group has previously found that HDAC3 plays a crucial role in the differentiation of ECs from embryonic stem cells [58,59]. Zampetaki et al. [60] found that shRNA-mediated knockdown of HDAC3 resulted in an increase of cells showing extensive membrane blebs, reduced cell number and survival, enhanced presence of nucleosomes in cytosol, and more Annexin V staining. Ex vivo experiments showed loss of ECs in the aortic segments treated with ShRNA of HDAC3. Coimmunoprecipitation experiments resolved that HDAC3 forms a complex with Akt. Overexpression of HDAC3 resulted in increased phosphorylation of Akt and up-regulation of its kinase activity. Taken together, our findings demonstrated that HDAC3 plays a critical role in maintaining EC survival and prevents arteriosclerosis via Akt activation.
A class III HDAC SIRT1 has been shown to prevent EC apoptosis and senescence. Hou et al. [61] showed that EC SIRT1 is vital for the prevention of early membrane apoptotic phosphatidylserine externalization and subsequent DNA degradation, through a pathway involving Akt1 and FoxO3a. Zu et al. [62] demonstrated that SIRT1 could promote EC proliferation and prevent senescence by regulating a serine/threonine kinase and tumor suppressor LKB1.

HDAC inhibitor valproic acid can also affect EC apoptosis. Michaelis et al. [63] showed that valproic acid could increase extracellular signal-regulated kinase1/2 (ERK 1/2) phosphorylation in ECs. ERK 1/2 phosphorylation leads to phosphorylation of the antiapoptotic protein Bcl-2 and inhibits serum starvation-induced EC apoptosis and cytochrome C release from the mitochondria. Collectively, their results showed that valproic acid can prevent EC apoptosis through the phosphorylation of ERK1/2.

Apart from the findings of epigenetics in EC proliferation, migration, and apoptosis, Banerjee et al. [64] also found that specific DNA methyltransferase (DNMT) inhibitor 5-aza-2'-deoxy-cytidine (aza-dC) could induce embryonic stem cell (ESC) differentiation towards endothelial cell (EC). Significant increase in angiogenesis and expression of the mediators of EC differentiation and EC-specific genes was only observed in aza-dC-treated cells. The DNMT inhibition-mediated increase in EC specification and marker gene expression was not associated with demethylation of these genes. These studies suggest the crucial role of epigenetics in EC differentiation.

**20.3 EPIGENETICS AND SMC HOMEOSTASIS**

SMC proliferation is a key event in neointima formation or arteriosclerosis. After EC injury and activation, various growth factors (e.g. PDGF, TGF-β) and cytokines (interferon-γ) are released by different cell types, including EC, platelets, and monocytes [2]. These cytokines and growth factors promote SMC proliferation, which exacerbates the formation of advanced lesion in arteriosclerosis.

**20.3.1 DNA Methylation, Atherosclerosis, and SMC Phenotype Switch**

Seppo and colleagues [65] have shown that significant genomic hypomethylation develops during the first replications of aortic SMCs in vitro and that hypomethylation occurs in some specific genes, such as 15-lipoxygenase and extracellular superoxide dismutase. It has also been shown that regional hypermethylation occurs in atherosclerosis. Estrogen receptor-α gene was found to have an increased methylation level in atheromas compared with normal aorta [66]. Estrogen receptor-α gene was also shown to be methylated in SMCs in vitro during the phenotypic switch [67]. These results indicate the methylation status of genes is closely related to atherosclerosis.

3-Deazaadenosine (c3Ado) is a potent inhibitor of S-adenosylhomocysteine hydrolase, which regulates cellular methyltransferase activity. Sedding et al. [68] showed that c3Ado dose-dependently prevented the proliferation and migration of human coronary SMCs in vitro. Mechanistically, c3Ado could reduce growth factor-induced extracellular signal-regulated kinase (ERK)1/2 and Akt phosphorylation. For in vivo study, the femoral artery of C57BL/6 mice was dilated and mice were fed a diet containing 150 μg of c3Ado per day. C3Ado prevented dilation-induced Ras activation, as well as ERK1/2 and Akt phosphorylation in vivo. At day 21, VSMC proliferation, as well as the neointima/media ratio, was significantly reduced. These findings highlight the importance of cellular methyltransferase activity in regulating SMC proliferation.

Diabetic patients continue to develop inflammation and vascular complications even after achieving glycemic control. This poorly understood “metabolic memory” phenomenon poses major challenges in treating diabetes; Villeneuve et al. [69] showed that in SMCs derived from type 2 diabetic db/db mice. These cells exhibit a persistent atherogenic and inflammatory
phenotype even after culture in vitro. ChIP assays showed that H3K9me3 levels were significantly decreased at the promoters of key inflammatory genes in cultured db/db SMC relative to control db/+ cells. These results indicated the important role of DNA methylation in SMC phenotype switch in diabetes.

20.3.2 Histone Acetylation and SMC Proliferation

Okamoto et al. [70] have found that TSA at the concentrations of 0.1, 1, 10 μmol/l could time-dependently suppress proliferation of primary SMCs isolated from rat thoracic aorta. They have used cell count and [H3]-thymidine incorporation methods to measure proliferation. Mechanistic studies revealed that TSA reduced the phosphorylation of Rb protein, and induced the expression of p21/WAF1 but not of p16INK4, p27KIP1, or p53. Finally, TSA inhibited HDAC activity of SMCs from p21/WAF1 knockout mice but did not influence the proliferation of these cells. Their work suggests that TSA inhibits SMC proliferation via the induction of p21/WAF1 and subsequent cell-cycle arrest with reduction of the phosphorylation of Rb.

Song et al. [71] argued that TSA at the concentration of 0.5 μmol/l could increase PDGF-BB-stimulated proliferation of primary SMC isolated from thoracic and abdominal aorta of rats. They pretreated SMC with TSA, and then stimulated with PDGF-BB, cell viability was measured and demonstrated that TSA treatment time-dependently decreased thioredoxin 1 expression in rat SMCs at both the mRNA and protein levels. Moreover, siRNA-mediated knockdown of thioredoxin 1 could potentiate Akt phosphorylation and enhance SMC proliferation in response to PDGF and serum. Collectively, these results indicate that TSA could enhance SMC proliferation by down-regulating thioredoxin 1, thus activating an Akt-dependent pathway.

This discrepancy may be attributed to different methods. Okamoto et al. [70] measured the proliferation of SMC in response to serum when treated with TSA, whilst Song et al. [71] measured the proliferation of SMC in response to PDGF-BB. Therefore, there may be a possibility that TSA activates or inhibits a certain pathway that is specifically involved in the PDGF stimulation. Also, based on the fact that TSA can inhibit both class I and class II HDACs, it may have different functions in the cell when different concentrations are applied.

Recently, studies of our group have revealed that two isoforms of HDAC7 are expressed in SMCs through alternative splicing. We sought to examine the effect of two HDAC7 isoforms on SMC proliferation and the function in neointima formation [72]. We found that over-expression of the unspliced HDAC7 isoform (HDAC7u) could suppress SMC proliferation through down-regulation of cyclin D1 and cell cycle arrest, while the spliced HDAC7 isoform (HDAC7s) did not have the same effect. siRNA-mediated knockdown of HDAC7 increased SMC proliferation and induced β-catenin nuclear translocation. Further experiments showed that only HDAC7u could bind with β-catenin and retain it in the cytoplasm. Reporter gene assay and reverse transcription PCR revealed less β-catenin activity in the cells overexpressing HDAC7u, but not HDAC7s. Deletion studies indicate that the C-terminal of HDAC7u is responsible for the binding with β-catenin. However, N-terminal additional amino acids disrupted the binding, which gives more strength to the fact that HDAC7s did not bind with β-catenin. Growth factor PDGF-BB increased the splicing of HDAC7, decreasing the expression of HDAC7u. Importantl, in an animal model of femoral artery wire injury we demonstrated that knockdown of HDAC7 by siRNA aggravates neointimal formation in comparison with control siRNA. Our findings demonstrate that splicing of HDAC7 modulates SMC proliferation and neointima formation through β-catenin translocation, which provide a potential therapeutic target in vascular disease (Figure 20.2).

SMC migrating from the media to the intima is an important step during atherogenesis, which turns fatty streak into advanced, complicated lesion [2]. Under physiological conditions SMCs are surrounded by extracellular matrix and kept in a low migratory activity. However, during the development of arteriosclerosis, matrix metalloproteinase could be released from various cell
sources (e.g. activated macrophages) to degrade matrix proteins, thus promoting the migration of SMCs. Epigenetics is actively involved in the molecular mechanism controlling SMC migration.

### 20.3.3 Histone Acetylation and SMC Migration

SMCs respond to mechanical strain but the role of HDACs in modulating SMC migration induced by mechanical strain is not well elucidated. Yan et al. [73] stated that cyclic strain could significantly inhibit the migration of cultured SMCs. The cyclic strain up-regulated the levels of acetylated histone H3 and HDAC7 while it down-regulated the level of HDAC3/4 in SMCs. Furthermore, the mechanically induced SMC migration was diminished by treatment with tributyrin, an HDAC inhibitor. They also observed hyperacetylation of histone H3 and reduced expression of HDAC7 upon tributyrin treatment. These results provide evidence that HDACs are involved in the migration of SMCs induced by mechanical strain. Similarly, Song et al. [71] found that TSA could enhance SMC migration in response to PDGF-BB.

By comparing the SMC from normal human coronary arteries and from coronary plaques, Bennett et al. [74] observed higher rates of SMC apoptosis in plaque, which may ultimately contribute to plaque rupture. It was previously demonstrated that plaque-derived SMCs have reduced insulin-like growth factor 1 (IGF1) signaling, resulting from a decrease in the expression of IGF1 receptor compared with normal aortic SMCs. Furthermore, they have found that overexpression of IGF1 receptor could abolish oxidative-stress-induced apoptosis in SMCs [75], and oxidative stress repressed IGF1 receptor gene expression in turn, which needs HDAC1 [76]. These findings suggest that HDAC1 is a critical molecule in the signaling of oxidative-stress-induced SMC apoptosis.

### 20.3.4 Histone Acetylation and SMC Apoptosis

Class III HDACs have also been involved in SMC apoptosis. Veer et al. [77] reported that pre-B-cell colony-enhancing factor could reduce SMC apoptosis as revealed by TdT-mediated dUTP
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**FIGURE 20.2**

A schematic illustration shows the role of HDAC7 splicing in controlling SMC differentiation and proliferation. HDAC7 undergoes alternative splicing, producing spliced HDAC7 (HDAC7s) and unspliced HDAC7 (HDAC7u). HDAC7s, when it is in the nucleus, could promote stem cell differentiation towards SMC through HDAC7s-SRF-myocardin signaling. HDAC7u could inhibit this differentiation process. HDAC7u, on the other hand, could suppress SMC proliferation by sequestering β-catenin in the cytoplasm and preventing β-catenin nuclear translocation, thus, inhibiting the expression of β-catenin target genes such as cyclin D1. HDAC7s has no effect on SMC proliferation. PDGF-BB could increase the splicing of HDAC7. This figure is reproduced in the color plate section.
Nick-End Labeling (TUNEL) analysis. They found that nicotinamide adenine dinucleotide (NAD\(^+\))-dependent protein deacetylase activity was required for SMC maturation and that NAD\(^+\)-dependent HDAC activity was augmented by pre-B-cell colony-enhancing factor. These results provide a novel pathway that class III HDACs can influence SMC apoptosis and phenotype switch.

Traditionally, SMCs in the neointima of atherosclerosis were believed to be originated from the media of injured arteries. These media-originated SMCs then proliferate and migrate towards the intima in response to signals from inflammatory cells and ECs, which form neointima [2]. However, recent findings from different groups emphasized the importance of stem/progenitor cell-derived SMCs in neointima formation and atherosclerosis [78–84].

### 20.3.5 DNA Methylation and SMC Differentiation

Lockman et al. [85] identified the histone 3 lysine 9 (H3K9)-specific demethylase, Jmjd1a bound all three myocardin family members, and regulated SMC differentiation marker gene expression. Overexpression of Jmjd1a in multipotential 10T1/2 cells decreased global levels of dimethyl H3K9, stimulated the SM alpha-actin and SM22 promoters, and synergistically enhanced MRTF-A- and myocardin-dependent transactivation. Using chromatin immunoprecipitation assays, they also demonstrated that TGF-beta-mediated up-regulation of SMC differentiation marker gene expression in 10T1/2 cells was associated with decreased H3K9 dimethylation at the CArG-containing regions of the SMC differentiation marker gene promoters. Importantly, knockdown of Jmjd1a in 10T1/2 cells and primary rat aortic SMCs by retroviral delivery of siRNA attenuated TGF-beta-induced up-regulation of endogenous SM myosin heavy-chain expression. These results showed that histone methylation status could modulate SMC differentiation. Furthermore, Lee et al. [86] reported that DNA methylation could influence the transdifferentiation of myoblasts into smooth muscle cells. The DNA methylation inhibitor, zebularine, induced the morphological transformation of C2C12 myoblasts into smooth muscle cells accompanied by de novo synthesis of smooth muscle markers such as smooth muscle alpha-actin and transgelin.

### 20.3.6 Histone Acetylation and Smooth Muscle Cell-specific Gene Expression

Spin et al. [87] performed a subanalysis examining transcriptional time-course microarray data obtained using the A404 model of SMC differentiation. Ontology analysis indicated a high degree of p300 involvement in SMC differentiation. Knockdown of p300 expression accelerated SMC differentiation in A404 cells and human SMCs, while inhibition of p300 HAT activity blunted SMC differentiation. Also Qiu et al. [88] showed that the stimulation of the SM22 promoter by the coactivator CREB-binding protein (CBP) was dependent on HAT activity. These studies provides evidence that chromatin acetylation is involved in smooth muscle cell-specific gene regulation.

### 20.4 EPIGENETICS AND ATHEROSCLEROSIS

This section looks at epigenetics and atherosclerosis.

#### 20.4.1 DNA Methylation in Atherosclerosis

Recent results from human and animal studies have shown that DNA methylation correlates well with atherosclerosis. Sharma et al. [89] observed that the genomic DNA methylation in peripheral lymphocytes in coronary artery disease (CAD) patients is significantly higher than in controls (p < 0.05). Moreover, a significant positive correlation of global DNA methylation with plasma homocysteine levels was seen in CAD patients (p = 0.001). Hiltunen et al. [90] evaluated the methylation status of genomic DNA from peripheral lymphocytes in a cohort of 287 individuals: 137 angiographically confirmed CAD patients and 150 controls. They found
that (1) genomic hypomethylation occurs during atherogenesis in human, mouse, and rabbit lesions and that it correlates with increased transcriptional activity; (2) methyltransferase (MTase) is expressed in atherosclerotic lesions; and (3) hypomethylation is present in advanced lesions at the same level as in malignant tumors and may affect cellular proliferation and gene expression in atherosclerotic lesions. Kim et al. [91] investigated DNA methylation changes in cardiovascular atherosclerotic tissues and showed that coronary atherosclerotic tissues had higher methylation levels (28.7%) than normal-appearing arterial (6.7–10.1%) and venous tissues (18.2%).

For the methylation of specific genes, Post et al. [66] showed estrogen receptor alpha gene methylation appears to be increased in coronary atherosclerotic plaques when compared to normal proximal aorta. Lund et al. [92] showed that DNA methylation profiles, including both hyper- and hypomethylation were present in aortas and blood cells of mutant mice with no detectable atherosclerotic lesion. Castillo et al. [93] carried out a microarray-based survey of the methylation status of CpG islands (CGIs) in 45 human atherosclerotic arteries and 16 controls. Data from 10367 CGIs revealed that a subset (151 or 1.4%) of these was hypermethylated in control arteries. The vast majority (142 or 94%) of this CGI subset was found to be unmethylated or partially methylated in atherosclerotic tissue, while only 17 of the normally unmethylated CGIs were hypermethylated in the diseased tissue. These results strongly indicate that atherosclerosis is closely related to methylation status (Table 20.3).

20.4.2 Histone Acetylation in Arteriosclerosis

Atherosclerosis develops at specific sites of the vasculature that experience disturbed blood flow [94]. Zampetaki et al. [60] found that HDAC3 expression was up-regulated in areas close to branch openings where disturbed flow occurs. In aortic isografts of apolipoprotein E-knockout mice treated with shHDAC3, a robust atherosclerotic lesion was formed. Surprisingly, three of the eight mice that received shHDAC3-infected grafts died within 2 days after the operation. Miller staining of the isografts revealed disruption of the basement membrane and rupture of the vessel. These findings indicate that HDAC3 in the endothelium of artery is crucial in preventing atherosclerosis. Moreover, Song et al. [71] used a mouse carotid artery ligation model to examine the effect of TSA on arteriosclerosis. They found that the mice injected with TSA showed 2.2 times more neointima/media ratio than controls 2 weeks after ligation. They attributed this effect to enhanced PDGF-stimulated SMC proliferation and migration after TSA treatment.

We recently used a mouse femoral artery wire injury model to investigate the role of HDAC7 in neointima formation [72]. SiRNA of HDAC7 or control siRNA was perivascularly delivered to the adventitial side of injured femoral arteries. Two weeks later the neointima area was compared. We found that HDAC7 siRNA aggravated neointima formation compared with control siRNA. These results highlight the crucial role of HDAC7 during the pathogenesis of restenosis.

Granger et al. [95] showed that utilizing a standard murine model of ischemia-reperfusion, chemical HDAC inhibitors significantly reduce infarct area even when delivered 1 hour after the ischemic insult. They demonstrate that HDAC inhibitors prevent ischemia-induced activation of gene programs that include hypoxia inducible factor-1alpha, cell death, and vascular permeability in vivo and in vitro. These results reveal that HDAC inhibitors can alter the response to ischemic injury in the heart and reduce infarct size.

20.5 EPIGENETICS AND HEART FAILURE

Recent genetic and biochemical analyses indicate that epigenetic changes play a crucial role in the development of cardiac hypertrophy and heart failure, with dysregulation in histone acetylation status. In particular it has been shown to be directly linked to an impaired contraction ability of cardiac myocytes. HATs and HDACs exert their role in this process (Table 20.3).
20.5.1 HAT in Ventricular Remodeling

GATA-4 is a cardiac-specific transcription factor in primary cardiac myocytes derived from neonatal rats. Yanazume et al. [96] found that stimulation with phenylephrine increased an acetylated form of GATA-4 and its DNA-binding activity, as well as expression of p300. A dominant-negative mutant of p300 suppressed phenylephrine-induced nuclear acetylation, activation of GATA-4-dependent endothelin-1 promoters, and hypertrophic responses such as increase in cell size and sarcomere organization. These findings suggest that p300-mediated nuclear acetylation plays a critical role in the development of myocyte hypertrophy and represents a pathway that leads to decompensated heart failure.
In addition, Kawamura et al. [97] found the HAT activity of p300 is required for acetylation and DNA binding of GATA-4 and its full transcriptional activity as well as for promotion of a transcriptionally active chromatin configuration. However, the roles of HATs and HDACs in post-translational modification of GATA-4 during the differentiation of ES cells into cardiac myocytes remain unknown. In an ES cell model of developing embryoid bodies an acetylated form of GATA-4 and its DNA binding increased concomitantly with the expression of p300 during the stem cell differentiation into cardiac myocytes.

Left ventricular remodeling after myocardial infarction is associated with hypertrophy of surviving myocytes and represents a major process that leads to heart failure. Miyamoto et al. [98] generated transgenic mice overexpressing intact p300 or mutant p300 in the heart. As the result of its 2-amino acid substitution in the p300-histone acetyltransferase domain, this mutant lost its histone acetyltransferase activity and was unable to activate GATA-4-dependent transcription. The two kinds of transgenic mice and the wild-type mice were subjected to myocardial infarction or sham operation at the age of 12 weeks. Intact p300 transgenic mice showed significantly more progressive ventricular dilation and diminished systolic function after myocardial infarction than wild-type mice, whereas mutant p300 transgenic mice did not. These findings demonstrate that cardiac overexpression of p300 promotes ventricular remodeling after myocardial infarction in adult mice in vivo and that histone acetyltransferase activity of p300 is required for these processes.

Pressure overload induced by transverse aortic contraction, postnatal physiological growth and human heart failure were associated with large increases in p300. Wei et al. [99] reported that minimal transgenic overexpression of p300 (1.5- to 3.5-fold) induced striking myocyte and cardiac hypertrophy. Heterozygous loss of a single p300 allele reduced pressure overload-induced hypertrophy by approximately 50% and rescued the hypertrophic phenotype of p300 overexpression. Increased p300 expression enhanced acetylation of the p300 substrates histone 3 and GATA-4. Interestingly a twofold expression of p300 was associated with the de novo acetylation of MEF2. Consistent with this, genes specifically up-regulated in p300 transgenic hearts were highly enriched for MEF2 binding sites. Collectively, these results indicate that p300 has a direct function in regulating cardiomyocyte marker expression and cardiac hypertrophy through transcription factor GATA-4.

### 20.5.2 HDAC in Cardiac Hypertrophy

Hosseinkhani et al. [100] demonstrated that 24-h stimulation by a histone deacetylase inhibitor, TSA facilitated myocardial differentiation of monkey ES cells, indicating the relevance of HDAC activity with cardiomyocytes.

Kaneda et al. [101] used differential chromatin scanning to isolate genomic fragments associated with histones subject to differential acetylation. They applied DCS to H9C2 rat embryonic cardiomyocytes incubated with or without TSA, and found that 200 genomic fragments were readily isolated by differential chromatin scanning on the basis of the preferential acetylation of associated histones in TSA-treated cells. Their data establish a genome-wide profile of HDAC targets in cardiomyocytes, which should provide a basis for further investigations into the role of epigenetic modification in cardiac disorders.

Kee et al. [102] showed in cardiomyocytes that a forced expression of HDAC2 simulated hypertrophy in an Akt-dependent manner, whereas enzymatically inert HDAC2 H141A did not. Hypertrophic stimuli induced the expression of heat shock protein (Hsp) 70. The induced Hsp70 physically associated with and activated HDAC2. Hsp70 overexpression produced a hypertrophic phenotype, which was blocked either by siHDAC2 or by a dominant negative Hsp70DeltaABD. These results suggest that the induction of Hsp70 in response to diverse hypertrophic stresses and the ensuing activation of HDAC2 trigger cardiac hypertrophy.
Backs et al. [103] showed that calcium/calmodulin-dependent kinase II (CaMKII) signals specifically to HDAC4 by binding to a unique docking site that is absent in other class IIa HDACs. Phosphorylation of HDAC4 by CaMKII promotes nuclear export and prevents nuclear import of HDAC4, with consequent derepression of HDAC target genes. In cardiomyocytes CaMKII phosphorylation of HDAC4 results in hypertrophic growth, which can be blocked by a signal-resistant HDAC4 mutant. These findings reveal a central role for CaMKII-HDAC4 signaling pathways during cardiomyocyte hypertrophy.

Lemon et al. [104] developed assays to quantify catalytic activity of distinct HDAC classes in left and right ventricular cardiac tissue from animal models of hypertensive heart disease. Class I and IIa HDAC activity was elevated in some but not all diseased tissues. In contrast, catalytic activity of the class IIb HDAC, HDAC6, was consistently increased in stressed myocardium, but not in a model of physiologic hypertrophy. HDAC6 catalytic activity was also induced by diverse extracellular stimuli in cultured cardiac myocytes and fibroblasts. These findings suggest an important role for HDAC6 in chronic hypertension.

Importantly, Zhang et al. [105] showed that class II HDACs, which repress MEF2 activity, are substrates for a stress-responsive kinase specific for conserved serines that regulate MEF2—HDAC interactions. Signal-resistant HDAC mutants lacking these phosphorylation sites are refractory to hypertrophic signaling and inhibit cardiomyocyte hypertrophy. Conversely, mutant mice lacking the class II HDAC, HDAC9, are sensitized to hypertrophic signals and exhibit stress-dependent cardiomegaly. Thus, class II HDACs act as signal-responsive suppressors of the transcriptional program governing cardiac hypertrophy and heart failure.

Alcendor et al. [106] found that overexpression of Sir2 (silent information regulator 2) alpha protected cardiac myocytes from apoptosis in response to serum starvation and significantly increased the size of cardiac myocytes. Furthermore, Sir2 expression was increased significantly in hearts from dogs with heart failure induced by rapid pacing superimposed on stable, severe hypertrophy. These results suggest that endogenous Sir2α plays an essential role in mediating cell survival, whereas Sir2α overexpression protects myocytes from apoptosis and causes modest hypertrophy.

### 20.6 BIOMARKER AND MicroRNA

On the other hand, identifying early-stage cardiovascular disease biomarkers is of unparallel value. Peripheral blood leukocytes, which can be easily obtained from patients, have close relevance with inflammation, atherosclerosis, and cardiovascular disease etiology, could be targets for the development of novel epigenomic biomarkers. For instance, Castro et al. [107] found lower DNA methylation content in peripheral blood leukocytes from patients with cardiovascular disease. Results from the Normative Aging Study have also shown that lower LINE-1 methylation in peripheral blood leukocytes is a predictor of incidence and mortality from ischemic heart disease and stroke [108]. Elevated Alu methylation in peripheral blood leukocytes recently was related to prevalence of cardiovascular disease and obesity in Chinese individuals [109]. Thus, characterizing the methylation status of human peripheral blood leukocytes may be potentially beneficial for the early diagnosis of cardiovascular diseases.

MicroRNA is a recently discovered mechanism which plays an important role in cardiovascular disease. Ren et al. [110] performed miRNA arrays analysis to detect the expression pattern of miRNAs in murine hearts subjected to ischemia/reperfusion in vivo and ex vivo. Surprisingly, they found that only miR-320 expression was significantly decreased in the hearts on ischemia/reperfusion in vivo and ex vivo. Wang et al. [111] examined muscle-enriched miRNAs (miR-1, miR-133a, and miR-499) and cardiac-specific miR-208a in circulating blood. Evaluation of the miRNA levels in plasma from patients with heart disease demonstrated that all four miRNA levels were substantially higher than those from healthy people, patients with non-heart disease, or patients with other cardiovascular diseases. Notably, miR-208a remained undetectable in
non-heart disease patients but it was easily detected in 90.9% of heart disease patients and in 100% patients within 4±h of the onset of symptoms. MiR-208a revealed the higher sensitivity and specificity for diagnosis in patients. Small et al. [112] reviewed recent progress of microRNA in cardiovascular research, which seems to be a promising direction in future research.

### 20.7 SUMMARY AND FUTURE PERSPECTIVES

In this chapter we summarized the role of epigenetics in the pathogenesis of cardiovascular disease. DNA methylation as well as histone acetylation has crucial functions in modulating SMC and EC homeostasis (proliferation, migration, apoptosis, and differentiation), atherosclerosis, cardiomyocyte hypertrophy, and heart failure. These results have been listed in Table 20.4, which provides more information and internet resources.

Epigenetic modifications, which are dynamic and reversible, could represent a way that organisms adapt to their environment. Thus understanding the relationship between environmental conditions and epigenetic changes is of potential value. Future research elucidating

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Address</th>
</tr>
</thead>
<tbody>
<tr>
<td>NIH Epigenomics</td>
<td>Deposite experiments and samples investigating the function of DNA methylation and histone modification</td>
<td><a href="http://www.ncbi.nlm.nih.gov/epigenomics">http://www.ncbi.nlm.nih.gov/epigenomics</a></td>
</tr>
<tr>
<td>NAME21</td>
<td>DNA methylation patterns were analyzed for 190 gene promoter regions on chromosome 21</td>
<td><a href="http://biochem.jacobs-university.de/name21/">http://biochem.jacobs-university.de/name21/</a></td>
</tr>
<tr>
<td>Human Epigenome Atlas</td>
<td>The Human Epigenome Atlas includes human reference epigenomes and the results of their integrative and comparative analyses</td>
<td><a href="http://www.genboree.org/epigenomeatlas/index.rhtml">http://www.genboree.org/epigenomeatlas/index.rhtml</a></td>
</tr>
<tr>
<td>The Human Epigenome Project</td>
<td>Identifies methylation variable positions (MVPs) in the human genome, currently contains CpG methylation information for MHC</td>
<td><a href="http://www.eigenome.org/">http://www.eigenome.org/</a></td>
</tr>
<tr>
<td>MethDB</td>
<td>The database for DNA methylation and environmental epigenetic effects</td>
<td><a href="http://www.methdb.de/">http://www.methdb.de/</a></td>
</tr>
<tr>
<td>HHMD</td>
<td>A comprehensive database for human histone modifications, which focuses on integrating useful histone modification information from experimental data that is essential for understanding these modifications at a systematic level</td>
<td><a href="http://202.97.205.78/hhmd/">http://202.97.205.78/hhmd/</a></td>
</tr>
<tr>
<td>Geneimprint</td>
<td>Imprinted genes are monoaallelically expressed in a parent-of-origin-dependent manner because the same parental allele is always epigenetically silenced. This website is a collection of imprinted genes by species</td>
<td><a href="http://www.geneimprint.com/site/home">http://www.geneimprint.com/site/home</a></td>
</tr>
<tr>
<td>Methprimer</td>
<td>Primer design for methylation PCR primers</td>
<td><a href="http://www.urogene.org/methprimer/index1.html">www.urogene.org/methprimer/index1.html</a></td>
</tr>
<tr>
<td>Methblast</td>
<td>A sequence similarity search program designed to explore in silico bisulfite modified DNA (either or not methylated at its CpG dinucleotides)</td>
<td><a href="http://medgen.ugent.be/methBLAST/">http://medgen.ugent.be/methBLAST/</a></td>
</tr>
<tr>
<td>Methylator</td>
<td>An SVM-based method for DNA methylation prediction</td>
<td>bio.dfci.harvard.edu/Methylator/</td>
</tr>
<tr>
<td>Chromatin structure and function</td>
<td>Information regarding histones, histone modifications and their biological roles, and related links</td>
<td><a href="http://www.chromatin.us/">http://www.chromatin.us/</a></td>
</tr>
<tr>
<td>Epigenetic Methylation station</td>
<td>Web source for information, reference, protocols, methods, techniques and links on epigenetics and DNA methylation</td>
<td><a href="http://www.epigeneticstation.com/">www.epigeneticstation.com/</a></td>
</tr>
</tbody>
</table>

Adapted from a table of the paper published in Circulation Cardiovascular Genetics 2010;3:567–573.
the mechanisms of how environment influences epigenetic modifications may help us to better treat cardiovascular diseases. Despite the outstanding progress on understanding the role of HDACs in arteriosclerosis, there are still several questions that need to be answered. One question is whether the effects of HDACs are tissue- or cell-type-specific. This is crucial because if we want to suppress the migration of SMC during atherogenesis, the impact on other cell types needs to be determined. Otherwise, suppression of SMC migration with HDACs (or HDACis) could lead to suppression of EC migration as well. To answer this question, more experiments need to be performed on the functions of HDACs in various cardiovascular cells.

In respect to a clinical prospect, several clinical trials of HDAC inhibitors have been completed in cancer and neurological patients [113,114]. Among these clinical trials, HDAC inhibitors have shown potent inhibition of HDAC activities in patients, and only limited side effects have been observed. Marks et al. [115] reviewed that HDAC inhibition potent to have effect on apoptosis of cancer versus normal human cells. This emphasizes the possibility of a tissue-specific effect of HDAC inhibition, which could explain the fact that HDAC inhibition had limited side effects in humans. Therefore, it seems HDAC inhibition could be a promising target in treating cardiovascular diseases. However, detailed attention should be paid to the application of such drugs, which may have unexpected effects due to the fact that the majority of HDAC inhibitors are non-specific. Since different HDACs possess distinct functions, non-selective inhibition of HDACs could trigger side effect responses. Additionally, as an epigenetic modifier of gene expression a single HDAC is usually involved in several signal pathways. Thus, development of highly selective and cell-type-specific HDAC inhibitors could be a promising field for the cardiovascular research in future. Along with the progress of the function of epigenetics in atherosclerosis and heart failure, our research on epigenetics will benefit patients with cardiovascular diseases.
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21.1 INTRODUCTION

Patho-epigenetics is a new discipline dealing with the pathological consequences of dysregulated epigenetic processes [1]. In recent years it became more and more obvious that — perhaps following the lead of cancer research, where epigenetic and genetic theories of neoplastic development complement each other peacefully — epigenetic ideas found their way to virtually all areas of biomedical research. Looking at the exponentially accumulating data one has the impression that epigenetic alterations, induced by certain pathogenic viruses and bacteria in the host cells they are interacting with, play an unexpected but most important role in disease initiation and progression. In this review we focus mainly on human pathogens eliciting epigenetic changes relevant, or at least potentially relevant, to disease initiation or progression. Although the idea that microbes do induce epigenetic changes in host cells is gaining more and more support, so far only a minority of infectious agents was analyzed in this respect. Thus, in this chapter we do not discuss, due to the lack of available data on their potential patho-epigenetic effects, even those pathogens, including protozoan parasites and fungi, that are known to use their own sophisticated epigenetic mechanisms to control the expression of their genomes [2–6]. For the very same reason, we omit alpha-herpesviruses in spite of the fact that their latent genomes undergo epigenetic changes in their host cells [7,8], and oncogenic human adenoviruses that induce malignant tumors in experimental animals and elicit spectacular epigenetic alterations in tissue culture [9,10], but lack any association with human neoplasms. As to the bacterial pathogens discussed in this chapter, the epigenetic aspects of Helicobacter pylori infection were analyzed most intensively, due to its association with gastric carcinoma. Regarding viruses infecting humans, the epigenotypes of tumor-associated DNA viruses and proviral DNA copies of retroviral genomes were characterized in detail. These data have potential implications as to the therapy of neoplasms and elimination of latent reservoirs of human immunodeficiency virus and human T-cell lymphotropic virus. Deciphering how viral and other microbial proteins and non-translated RNAs alter the host cell epigenome may result in new tools permitting early and stage-specific detection of pathological alterations. Epigenetic studies may contribute to a better understanding of the diseases caused by infectious pathogens, first of all microbes, but also macroparasites, including helminths, fungi, and arthropods.
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21.2 EPGENETIC MODIFICATIONS ELICITED IN HOST CELLS DURING BACTERIAL INFECTIONS

Bacteria may affect the epigenetic regulatory mechanisms of their hosts via the metabolic products and toxins released into their environment. In addition, certain pathogens synthesize effector proteins capable of inducing epigenetic alterations. Such effector proteins are either injected into their target cells or enter the host cell nuclei as the products of bacteria that are capable of surviving within the cytoplasm of infected cells. In several cases the exact mechanism of epigenetic changes elicited by bacterial infections remains to be clarified.

21.2.1 Epigenetic Alterations Induced by Bacterial Infections in Periodontal Disease

Pathogenic Gram-negative anaerobic bacteria populating the tooth-associated biofilm may cause an inflammatory reaction (periodontitis). The resulting chronic inflammation, periodontal disease, affects the majority (50–90%) of the worldwide population [11]. In addition to its local consequences (occasional pain, impaired mastication, loosening and loss of teeth), subgingival infection may have a systemic impact including adverse pregnancy outcomes, atherosclerosis, rheumatoid arthritis, diabetes, and aspiration pneumonia. A critical step in periodontal disease progression is the disruption of the host innate immune system by anaerobic bacteria (reviewed by [12]). The cells of the innate immune system, including gingival epithelial cells (GECs), recognize pathogen-associated molecular patterns interacting with Toll-like receptors (TLRs) and other receptor classes, and respond by the production of antimicrobial peptides such as human β-defensins and chemokines that activate adaptive immune responses as well [13–15]. In addition to Porphyromonas gingivalis, Tannerella forsythia, Treponema denticola, and Prevotella intermedia, the pathogenic bacteria causing periodontitis, a series of non-pathogenic bacteria (e.g. Fusobacterium nucleatum) also inhabit the oral cavity of periodontitis patients, forming a microbial community (reviewed by [12]). Similarly to their pathogenic counterparts, non-pathogenic bacteria may also interact with GECs, modulating native immune responses to invading pathogens.

Porphyromonas gingivalis, one of the major etiological agents of periodontal disease, elicited complex changes when incubated with gingival epithelial cells: it suppressed the expression of histone deacetylase 1 and 2 (HDAC1 and HDAC2) and DNA methyltransferase 1 (DNMT1) [16]. In parallel, it stimulated human β-defensin and CCL20 (CC chemokine ligand 20) expression and increased promoter methylation of six genes, including the immune regulator CD276, elastase 2, TLR2, IL-12A, and two putative tumor-suppressor genes (TSG). The level of activating histone modification H3K4me3 decreased in GECs incubated with Porphyromonas gingivalis, but not in the presence of the non-pathogenic Fusobacterium nucleatum [16]. Short-chain fatty acids, the metabolic by-products of Porphyromonas gingivalis, are secreted extracellularly and may affect local immune responses, contributing thereby to the development of periodontal disease [17–19]. Butyric acid, the major short-chain fatty acid species produced by pathogenic Porphyromonas gingivalis strains, accumulated in periodontal pockets [18–20], and it was suggested that as a HDAC inhibitor [21,22] (reviewed by [23]), butyric acid may induce acetylation of histone H3 and H4 in neighboring cells. Indeed, supernatants of Porphyromonas gingivalis cultures, and butyric acid induced histone acetylation in T-cells and macrophages carrying latent proviral genomes of type 1 human immunodeficiency virus (HIV-1), and caused HIV-1 reactivation [20]. The role of periodontal disease in the progression of acquired immunodeficiency syndrome needs further studies.

Another bacterium involved in periodontal infections, Campylobacter rectus may also induce epigenetic alterations in human cells. In experimental mice Campylobacter rectus infection down-regulated the expression of the Igf2 (insulin-like growth factor 2) gene via hypermethylation of the Igf2 promoter in the murine placenta [24]. This epigenetic change resulted in reduced placental growth and fetal growth restriction, suggesting that a similar mechanism
may be involved in preterm births associated with \textit{Campylobacter rectus} infection in humans \cite{25}. The potential epigenetic consequences of \textit{Campylobacter rectus}—gingival epithelial cell interactions remain to be established.

\subsection*{21.2.2 Histone modifications Caused by \textit{Listeria monocytogenes}}

The Gram-positive bacterium \textit{Listeria monocytogenes} appears to cause only little inflammation during infection. \textit{L. monocytogenes} is associated with foodborne infections, causing usually self-limiting gastroenteritis, but also sepsis and meningitis in immunocompromised patients, perinatal and intrauterine infection, and abortion in pregnant women. It acquired the tools for survival within the cytoplasm of macrophages and endothelial cells (reviewed by \cite{26}). \textit{L. monocytogenes} appears to use its toxin listeriolysin O (LLO) not only as a pore-forming toxin to escape from the phagosome and enter the host cytoplasm, but also in an extracellular form, before entering the host cell, to induce histone modifications in the cells to be infected via an unexplored signaling pathway. Extracellular, pathogenic \textit{Listeria} or purified LLO protein induced, at a subset of genes and within 3 hours or even within 20 minutes, dephosphorylation of histone H3 at serine 10 and deacetylation of histone H4 \cite{27}. Pore formation was dispensable for the induction of histone H3 dephosphorylation. These changes correlated with a decreased expression of the chemotacttractant chemokine CXCL2 involved in the recruitment of polymorphonuclear cells during epithelial cell infection. Expression of the phosphatase DUSP4/MKP2 was also down-regulated, similarly to interferon regulatory factor-3 (IRF-3) and the transcription factor EGR1 (early growth response 1). Thus, \textit{L. monocytogenes} and its toxin, LLO, down-regulates key mediators of innate immunity before invading the host cells, by eliciting targeted, local histone modifications at key immune response genes. The situation is complex, however, because transcriptome analysis revealed not only 47 repressed, but also 99 induced genes after 20 min of LLO incubation \cite{27}.

Pore-forming toxins of other bacteria, belonging to different genera and unrelated to \textit{Listeria monocytogenes}, also induced dephosphorylation of histone H3. These cholesterol-dependent cytolysines of the LLO family, perfringolysin (PFO) produced by \textit{Clostridium perfringens} and pneumolysin (PLY) secreted by \textit{Streptococcus pneumoniae} also exerted their histone-modifying effect in a pore-forming-independent manner \cite{27}.

\subsection*{21.2.3 Histone Dephosphorylation by OspF, the Effector Protein of \textit{Shigella flexneri}}

\textit{Shigella flexneri}, a Gram-negative bacterium, causes diarrhea that is usually self-limiting. Life-threatening disease may develop, however, in the absence of adequate medical care or in immunocompromised patients \cite{28}. \textit{Shigella flexneri} abrogated histone H3 phosphorylation at selected cellular promoters by injection of a phosphatase into epithelial cells \cite{29}. The effector protein OspF entered the nucleus and dephosphorylated the mitogen-activated cellular protein kinases Erk and p38, thereby blocking histone H3 phosphorylation at Ser10 \cite{29}. These events resulted in repression of a narrow set of genes including the NF-κB responsive \textit{IL8} and \textit{CCL20}. By down-regulating IL-8 expression, OspF blocked neutrophil recruitment in vivo in a rabbit model of infection \cite{29}.

\subsection*{21.2.4 Histone Modifications in \textit{Anaplasma phagocytophilum}-Infected Cells}

\textit{Anaplasma phagocytophilum}, a tick-transmitted rickettsial pathogen causes an acute febrile disease \cite{30}. It is capable of infecting and surviving in granulocytes by blocking or delaying key antimicrobial mechanisms including oxidative burst, apoptosis, and phagocytosis, and down-regulating defense gene expression in its host cells \cite{31}. AnkA, the effector protein of \textit{Anaplasma phagocytophilum} is translocated into the nucleus of the host where it binds to the host DNA and nuclear proteins and silences the expression of 19 defense genes arranged into three gene
clusters. They code for antimicrobial peptides and enzymes or proteins involved in the generation of reactive oxygen intermediates. Silencing correlated with a transient increase of HDAC1 expression and a steady increase of HDAC2 mRNA levels in *Anaplasma phagocytophilum*-infected cells. In addition, at 48 hours following infection of the THP-1 acute monocytic leukemia cell line, an increased binding of HDAC1 and a parallel decrease in acetylated histone H3 was observed at most of the defense gene promoters, suggesting that *Anaplasma phagocytophilum* takes over the epigenetic control of host defense gene clusters [31].

### 21.2.5 Epigenetic Alterations Associated with *Helicobacter pylori* Infection

*Helicobacter pylori* (Hp), a Gram-negative spiral bacterium, colonizes more than half of the world's population in early childhood. Primary infection of the stomach regularly triggers an inflammation. Infection can lead to gastric or duodenal ulcer disease and different types of chronic gastritis (atrophic gastritis, enlarged fold gastritis, pangastritis). Chronic inflammation can progress to gastric adenocarcinoma in about 1–2% of the infected patients through the premalignant stages of gastric atrophy, intestinal metaplasia, and dysplasia. The risk of developing intestinal metaplasia or different types of malignant neoplasms (intestinal type gastric carcinoma (GC), sporadic diffuse type GC, MALT lymphoma) is significantly associated with Hp carrier status [32] (reviewed by [33,34]). Hp codes for the virulence factors vacuolating cytotoxin VacA and cytotoxicity-associated antigen CagA. CagA is encoded within the bacterial cag-pathogenicity island (cag-PAI). Both proteins are strongly associated with Hp pathogenesis. CagA, a bacterial oncoprotein can be injected into gastric epithelial cells by a type IV bacterial secretion system and interfere with multiple cellular signal transduction pathways (reviewed by [35–37]). Through activation of the tyrosine phosphatase SHP-2, CagA may elicit uncontrolled cell proliferation, and induce chromosomal instability by destabilizing microtubules during mitosis [38].

Epigenetic dysregulation is strongly associated with gastric carcinogenesis [39–41]. Both global genomic hypomethylation and CpG island (CpG) hypermethylation correlated with the presence of Hp in gastritis patients, and malignant progression in cancer patients [42–47]. Nontumorous gastric tissue of Hp-negative GC patients also showed increased CpG hypermethylation [42,43,48]. Concordantly, Hp eradication led to a significant decline of CpG hypermethylation in gastritis patients, and in a small rodent model, but remained still higher than in non-infected individuals [44,49–51] (reviewed by [52]) or animals [53]. With the progress of Hp-induced chronic gastritis through the advanced stages of atrophy, metaplasia, dysplasia, and GC, Hp was frequently lost from the gastric mucosa [54]. This explains — through an epigenetic-based "hit-and-run" scenario — why the hypermethylation profile of gastric mucosa does not regularly correlate with the Hp-carrier status in the advanced stages [46].

### CPG-METHYLATION PROFILES OF *HELICOBACTER PYLORI*-ASSOCIATED GASTRIC CARCINOMA

Tumor-suppressor genes in gastric carcinogenesis are more frequently inactivated by promoter methylation than by mutations [55]. One may wonder, however, whether epigenetic dysregulation is causative for carcinogenesis or a mere epiphenomenon. The study of the E-cadherin (*CDH1*) promoter may help to clarify this question. *CDH1* down-regulation decreases cellular adhesion and therefore increases cellular motility and the disposition of cancer cells for metastasis. *CDH1* germline mutation is regularly observed in families with hereditary diffuse GC. Thus, *CDH1* inactivation clearly predisposes to GC and is therefore co-causal [56]. Somatic *CDH1* mutation is also common in sporadic GC, while transcriptional silencing by promoter CpG hypermethylation represents a second hit for carcinogenesis [57,58]. The following observations support a causative role for epigenetic dysregulation of *CDH1* in gastric carcinogenesis: (1) *CDH1* promoter hypermethylation is especially frequent in enlarged fold gastritis, a high-risk factor for GC [59]; (2) in the gastric mucosa of Hp-infected patients *CDH1* expression is down-regulated [60], due to promoter methylation [42,49,50,61]; (3) epigenetic silencing of
CDH1 occurs early in gastric carcinogenesis [44] (reviewed by [33]). Overall, hypermethylation of CDH1 is clearly co-causal in the development of sporadic GC (reviewed by [62]).

The patterns of hypermethylated CGIs in non-cancerous mucosa from GC patients presented a rather characteristic fingerprint of Hp infection [63,64]. Surprisingly, however, and unlike in other malignancies, DNMTs were not induced by Hp in human gastric mucosa [63], and they were down-regulated when Hp was cocultured with gastric epithelial cells from gerbils [53]. In contrast, another study found an up-regulation of DNMT1 and DNMT3A through coculturing Hp with two human GC cell lines [65]. However, cancer cell lines may react differently from primary cells. Thus, other mechanisms, like altered distribution of DNMTs or inflammation-induced disturbance of factors protecting CGIs against methylation, may explain Hp-associated CGI methylation [53,66,67]. The role of Hp-encoded 5'-CpG-DNMTs [68] remains to be explored.

Ushijima observed a clear association between the methylation levels in the histologically normal gastric mucosae and the risk of gastric cancer development. He suggested that increased CGI-hypermethylation predisposed to carcinogenesis and proposed that the epigenetically altered mucosal tissue corresponded to an epigenetic field for cancerization [55]. Methylation was found at the p16, MLH1, ECAD, DAPK, and MTSS1 loci of the healthy mucosa of GC patients with and without Hp-infection [41,45,48,49]. The MLH1 repair-gene methylation was not seen in non-neoplastic epithelia from healthy persons, but was frequent in non-neoplastic tissue from GC patients [44,48], and it was significantly associated with the intestinal type of GC [69]. The metastasis suppressor gene MTSS1 is highly expressed in normal gastric mucosa and frequently affected by loss of heterozygosity in GC, suggesting a physiological role for MTSS1 as a suppressor of gastric carcinogenesis [41].

A series of TSGs and many other genomic loci were methylated at a higher level in Hp-positive than Hp-negative cases [42,44,64,65,70–72]. The degree of methylation at the CDH1, p16, MLH1, APC, and COX2 loci correlated to malignant progression, with CDH1 methylation as an early, and that of MLH1 as a late, event. COX2 hypermethylation was associated with the Hp virulence factor VacA [69], whereas hypermethylation at p16 and THBD (thrombomodulin) correlated significantly with inflammatory cell infiltration. Thus, chronic inflammation was potentially involved in methylation induction [45,51]. Hp-eradication led to a decreased methylation at CDH1, p16, APC, FLNc, THBD, MGMT, and to the complete disappearance of COX2 (cyclooxygenase 2) methylation [44,51,72]. The specific methylation profiles associated with GC and Hp infection may allow the development of new diagnostic tools to detect precancerous stages, assess the risk of GC development, and estimate its prognosis [64].

**EPIGENETIC SILENCING OF miRNA GENES IN HELICOBACTER PYLORI-ASSOCIATED NEOPLASMS**

Ando et al. found that three putative tumor-suppressor miRNA genes, miR-124a1, miR-124a2, miR-124a3, were unmethylated in normal mucosa, but hypermethylated in tumor cell lines. In biopsies, hypermethylation was strongly associated with a positive Hp carrier status [73]. miR-34b and miR-34c were highly methylated in GC, but not in normal gastric mucosa from Hp-negative persons. Transfection of these miRNAs suppressed cell growth in vitro, suggesting a tumor-suppressor function [74]. The tumor suppressor miR-203 was significantly down-regulated by hypermethylation in human low-grade MALT-lymphoma biopsies. Methylation of miR-203 coincided with the increased expression of its direct target, the non-receptor tyrosine kinase and oncogene ABL1 [75,76]. Overexpression of miR-203 in ABL1-expressing human lymphoma cells inhibited proliferation. Further, the ABL1 inhibitor imatinib caused tumor regression in a MALT lymphoma mouse model based on chronic *Helicobacter felis* infection [75]. Hypermethylation of the miR-124 and miR-34 groups and of miR-203 may contribute to the epigenetic field for cancerization and may also serve as a predictive marker for GC risk [55,73,74].
THE ROLE OF POLYCOMB GROUP PROTEINS AND HISTONE MODIFICATIONS IN HELICOBACTER PYLORI-ASSOCIATED GASTRIC CANCER

Polycomb group (PcG) proteins play an important role in reversibly repressing transcription factor genes which are involved in development and differentiation in embryonic stem cells. This reversible PcG-mediated repression utilizes trimethylation on lysine 27 of histone 3 (H3K27me3). In cancer cells, but not in normal cells, the H3K27me3 chromatin mark recruited DNMTs, resulting in a permanent CpG-methylation [77]. Thus, in cancer cells, reversible repression was more frequently replaced by methylation and permanent silencing at stem-cell PcG-target promoters than at non-PcG target promoters [78] (reviewed by [79]). A glutathione peroxidase knockout mouse model for inflammatory bowel disease and intestinal cancer confirmed these observations. Healthy wild-type mice mostly kept the H3K27me3 chromatin mark at PcG target genes, while inflammation in KO mice led to aberrant methylation mostly of PcG targets which was later also observed in cancer tissue [80].

Changes in global histone modification profiles and HDAC expression patterns correlated with the progression of GC in general and may serve as prognostic markers (reviewed by [35]). Further, the epigenetic repression through both DNA methylation and histone modification of specific genes involved in chromatin remodeling, cell cycle control and tumor suppression has been linked with GC as well (reviewed by [35]). Coculture of Hp with mouse macrophages triggered, through a secreted bacterial factor, NF-kB and MAPK signaling and led to increased IL6 transcription via phosphorylation of histone H3 at the IL6 promoter [81]. In contrast, coculture of Hp with gastric epithelial cells caused a global decrease of histone H3 phosphorylation and deacetylation of H3 at lysine 23 [82,83]. Histone dephosphorylation was dependent on the presence of the Hp cag-PAI, but not on the CagA and VacA proteins. As a consequence of Hp-triggered epigenetic dysregulation, the expression of the c-jun proto-oncogene increased, and that of hsp-70, coding for a heat shock protein, decreased [83].

21.2.6 Uropathogenic Escherichia coli Infection Down-Regulates CDKN2A (p16INK4A)

Coculture of uropathogenic E. coli with human uroepithelial cell lines strongly induced DNMT1 expression in comparison with non-pathogenic strains. In parallel, the tumor suppressor CDKN2A and the DNA repair gene MGMT were down-regulated, while a set of other genes (CDH1, MLH1, DAPK1, and TLR4) were not affected. Down-regulation of CDKN2A correlated to DNA methylation of its promoter. However, the MGMT gene was not methylated. Frequent UPEC infections might increase the risk for bladder cancer through increasing methylation of TSGs [84].

21.2.7 Chlamydophila spp. Encoded Histone Methyltransferases: Putative Inducers of Epigenetic Reprogramming in Host Cell Nuclei

Chlamydophila pneumoniae, an obligatory intracellular bacterium involved in acute respiratory diseases and implicated in chronic inflammatory processes, may modify, in principle, the epigenotype of its host cells. Similarly to Anaplasma phagocytophilum, C. pneumoniae introduces a putative bacterial effector, in this case a SET domain protein, into the host cell nucleus. Although histone-like proteins play an important role in the lifecycle of Chlamydophila pneumoniae, its putative effector protein, a histone methyltransferase (HMT), preferentially targets histone H3 in murine host cells [85] (Table 21.1).

Analogously, Chlamydia trachomatis codes for a SET domain-protein, called "nuclear effector" (NUE), which functions as a HMT. During infection, NUE associates with the host cell chromatin and methylates histones H2B, H3, and H4 [86]. Modification of host-encoded histones may reprogram the infected cell, perhaps by silencing host defense genes, as the Anaplasma phagocytophilum effector AnkA happens to do it.
21.3 VIRUS-INDUCED EPIGENETIC ALTERATIONS

Similarly to certain bacteria, viruses harboring either RNA or DNA genomes can also elicit epigenetic changes in their host cells. Although most of the studies are related to “tumor viruses” that are associated with neoplasms, epigenetic dysregulation may contribute to other virus-induced pathological alterations as well.

21.3.1 Epigenetic Alterations in Cells Carrying Latent Gammaherpesvirus Genomes

Gammaherpesvirus genomes regularly carry viral oncogenes and are associated, consequently, with malignant tumors. Some of the viral oncoproteins encoded by human gammaherpesviruses turned to be modifiers of the cellular epigenome.

EPIGENETIC REPROGRAMMING IN EPSTEIN–BARR VIRUS-ASSOCIATED NEOPLASMS

Epstein–Barr virus (EBV), a human gammaherpesvirus, is associated with a series of malignant neoplasms including lymphomas (Burkitt’s lymphoma, Hodgkin’s disease, T/NK-cell lymphoma, post-transplant lymphoproliferative disease, AIDS-associated lymphoma, X-linked lymphoproliferative syndrome), carcinomas (nasopharyngeal carcinoma, gastric carcinoma, carcinomas of major salivary glands, thymic carcinoma, mammary carcinoma) and a sarcoma (leiomyosarcoma) (reviewed by [87]). In infected cells, the terminal repeats of the linear double-stranded DNA packaged into the virions fuse with each other. Accordingly, latent EBV genomes persist in the tumor cells as circular episomes. They attach to the nuclear matrix in interphase nuclei and coreplicate with the cellular DNA once per cell cycle using oriP, the latent origin of EBV replication.
The expression of latent EBV genes is cell type specific. Epigenetic regulatory mechanisms including DNA methylation and histone modifications, and binding of key cellular regulatory proteins control the activity of the alternative promoters for transcripts encoding the nuclear antigens EBNA1 to 6. Similar mechanisms affect the activity of promoters for transcripts encoding transmembrane proteins (LMP1, LMP2A, LMP2B), too. In addition to the genes transcribed by RNA polymerase II, there are also two RNA polIII transcribed genes in the EBV genome (EBER1, EBER2). The 5’ and internal regulatory sequences of the EBER1 and EBER2 transcription units are invariably unmethylated. The highly abundant EBER1 and EBER2 RNAs are not translated to protein. In addition, microRNAs are also generated by RNase-processing of latent EBV transcripts. EBV-derived microRNAs may interact both with cellular and viral mRNAs, thereby modulating their post-transcriptional level [88].

Based on the cell-type-specific epigenetic marks associated with latent EBV genomes one can distinguish between unique viral epigenotypes [7]. Although containing identical or nearly identical DNA sequences, each viral epigenotype is associated with a different pattern of gene expression. In addition, alternative conformations adopted by the viral episomes in a latency-type-specific manner may also affect the activity of latent EBV promoters [89].

Latent EBV genomes are regularly targeted by epigenetic control mechanisms in different cell types. EBV-encoded oncoproteins may, in turn, affect the activity of a set of cellular promoters. Thus, their interaction with the cellular epigenetic regulatory machinery results in epigenetic “reprogramming” of the host cells. The nuclear antigen EBNA2 transactivates both viral and cellular promoters. EBNA2 interacts with the cellular histone acetyltransferases p300, CBP, and PCAF, whereas the leader protein EBNA-LP (EBNA5) coactivates transcription by displacing histone deacetylase 4 from EBNA2-bound promoter sites [90,91]. At LMP1p, the EBNA2-associated histone acetyltransferases may counteract the silencing effect of histone deacetylases [90].

EBNA3C (EBNA6) was associated both with histone acetylases and deacetylases, although in separate complexes [92,94]. EBNA3C and EBNA3A interact with C terminal binding protein (CtBP) and repress the tumor-suppressor gene p10^INK4A in lymphoid cells [95]. These interactions contribute to the maintenance of the H3K27me3 repressive chromatin mark at the silent p10^INK4A promoter as well as the sustained growth of lymphoblastoid cells immortalized by EBV. EBNA3C and EBNA3A cooperated in repression of Bim, a gene coding for the proapoptotic protein Bcl-2-interacting mediator of cell death [96]. In cells carrying latent EBV genomes the Bim promoter was enriched in the repressive histone mark H3K27me3 and methylated CpGs [97].

LMP1, a transmembrane oncoprotein, affected both alternative systems of epigenetic memory, DNA methylation, and Polycomb group complexes. In epithelial cells LMP1 up-regulated DNMT1, DNMT3A, and DNMT3B, whereas in Hodgkin lymphoma cells it induced the Polycomb group protein Bmi-1 [98–100]. LMP1 activated the expression of DNMT1 via the c-jun NH(2)-terminal kinase/activator protein-1 (JNK-AP-1) signaling pathway [99]. The NF-κB pathway was involved in Bmi-1 induction [100]. Dutton et al. suggested that by up-regulating Bmi-1 via the NF-κB pathway, LMP1 may induce the loss of B-cell identity in EBV-positive Hodgkin’s lymphomas via down-regulating B-cell markers (CD21/MS4A1, BLK, LY9). In addition, Bmi-1 may mark a set of promoters for de novo methylation by DNMTs, thereby silencing tumor-suppressor genes, including IGSF4 and ATM. Other LMP1 target genes are activated by Bmi-1, like STAT, c-MET, and HK, coding for signaling molecules and hexokinase (reviewed by [101]). Latent EBV infection was associated with hypermethylation of a set of cellular promoters in LMP1-positive tumors including nasopharyngeal carcinoma [102], Hodgkin lymphoma [103–105], and lymphomas developing in AIDS patients [106]. In contrast, aberrant methylation of p15 and p16 tumor-suppressor genes was infrequent in iatrogenic lymphomas developing in methotrexate-treated rheumatoid arthritis patients [107].

The transmembrane protein LMP2A is also involved in promoter silencing by CpG methylation [108]. LMP2A induces the phosphorylation of STAT3 in gastric carcinoma cell lines resulting in
the up-regulation of DNMT1 transcription and methylation of the tumor-suppressor gene PTEN (phosphatase and tensin homolog, deleted on chromosome ten). PTEN functions as a phosphatidylinositol-3,4,5-triphosphate (PIP3) phosphatase causing cell cycle arrest and inhibition of cell migration. PTEN contributes to the maintenance of apical–basal polarity of epithelial cells, too (reviewed by [109]). Because LMP1 is absent from EBV-associated gastric carcinomas, Hino et al. suggested that CpG methylation of cellular promoters [110,111], including the PTEN promoter, is due to LMP2A expression in these neoplasms [108]. One has to add, however, that in a significant portion of EBV-associated gastric carcinomas LMP2 expression can’t be detected, either [112], suggesting that other latent EBV proteins or RNAs may also contribute to the development of the CGI methylator phenotype (CIMP).

**EPIGENETIC ALTERATIONS IN NEOPLASMS CARRYING KAPOSI’S SARCOMA-ASSOCIATED HERPESVIRUS GENOMES**

Human herpesvirus 8 (HHV-8) or Kaposi’s sarcoma-associated herpesvirus (KSHV) belongs to the genus rhadinivirus of the human gammaherpesviruses, a subfamily of herpesviruses. HHV8 is causally associated with Kaposi’s sarcoma (KS), a tumor of endothelial cell origin. KSHV is also associated with multicentric Castleman’s disease (MCD) and primary effusion lymphoma (PEL, also called body cavity-based lymphoma) (reviewed by [113]). KSHV exists in two replication states, lytic or latent. The key lytic switch and transcriptional transactivator protein Rta is encoded by the viral immediate early ORF50. During viral latency in B-cells, Rta expression is down-regulated, together with most other viral proteins. The key regulator of viral latency, LANA (latency-associated nuclear antigen encoded by ORF73), suppresses both lytic activation and apoptosis (reviewed by [113]). The KSHV latent origin of DNA replication is located to the terminal repeats (TRs) of the genome where LANA has two binding sites. LANA recruits cellular replication proteins to the TRs. Histone acetylation at the TRs is high, while histone methylation changes throughout the cell cycle [114]. In addition to replication factors, LANA also recruits to the TRs a repressive complex consisting of heterochromatin protein (HP) 1 and the HMT SUV39H1 [115].

Two recent studies analyzed the chromatin structure of entire KSHV genomes in latently infected cells. Immunoprecipitation of methylated DNA and of covalently modified histones in combination with microarrays yielded distinct profiles of epigenetic modifications for latency in tumor cell lines and in newly infected epithelial cells. Characteristic DNA-methylation patterns were found all over the genome. Latency-specific histone modifications were rapidly established upon infection. Silencing of lytic viral promoters was not established by removal of the activating histone marks H3K9ac, H3K14ac, and H3K4me3, but by the deposition of H3K27me3 across the genome. This “bivalent” modification is transcriptionally repressive but enables rapid activation upon the induction of the lytic cycle [116]. A similar “bivalent” chromatin structure was found at the IE genes ORF50 and ORF48 in the second study. In addition, Enhancer of Zeste Homologue (EZH) 2, the HMT enzyme of PcG protein complexes colocalized with the H3K27me3 marks during latency, while the reactivation of the lytic cycle led to the dissociation of EZH2 and H3K27me3 from the viral genome and to the expression of the lytic protein cascade [117].

Binding of the chromatin insulator protein CTCF in association with cohesins to the KSHV episome may also influence viral gene expression by establishing alternative three-dimensional conformations during latency and lytic replication [118].

In addition to PcG proteins, viral microRNAs also contribute to KSHV-latency. A miRNA deletion mutant virus eliminating ten of the 12 viral miRNAs from the KSHV genome was more lytically active than the wild-type virus. This effect might be explained by the fact that two of the deleted viral miRNAs, miR-K12-5 and miR-K12-4-5p, have a seed sequence targeting and down-regulating transcripts of the viral transactivator ORF50 and retinoblastoma like protein (Rbl) 2, a repressor of DNMT3A and DNMT3B transcription, respectively [119].
KSHV infection influences the epigenetic marks of the host genome. In a LANA-transduced cell line, the promoters for CDH13 (H-Cadherin), CCND2 (cyclin D2), LDHB (lactate dehydrogenase B), FOXG1B_FKHL1 (Forkhead box protein G1B,Forkhead-related protein 1) and CREG (cellular repressor of E1A stimulated genes) were strongly down-regulated. LANA was associated with repressed cellular promoters and recruited DNMT3A, but also DNMT1 and DNMT3B, resulting in promoter methylation, as demonstrated in the case of the CDH13 promoter [120]. At the TGF-β type II receptor (TbetaRII) promoter, deacetylation of promoter-associated histones was also demonstrated, in addition to promoter methylation and LANA binding to the transcriptional corepressor complex mSIN3A [121].

In PEL cells carrying both KSHV and EBV genomes, transfection of LANA decreased the activity of the EBV promoters Qp and Cp [122]. Upon transfection into immortalized epithelial cell lines, LANA was also associated with the repressive HP1 at the cellular chromatin [123]. Accordingly, LANA seems to work as an epigenetic modifier of the viral and host genomes. Transfection of LANA into several tumor cell lines led to a fundamental reorganization of the cellular chromatin. LANA-induced redistribution of DNA staining coincided with redistribution of the methyl-cytosin binding protein MeCP2. This effect was attributed to the interaction of LANA with the HMT enzyme SUV39H1 [124]. The interaction of LANA with MeCP2 and nucleosomes would enable LANA to direct regulatory complexes to chromosomal sites and thereby stably reprogram cellular and viral gene expression [125]. Accordingly, p16INK4A was frequently silenced through CpG-methylation in PEL cell lines and primary PEL cells [126]. Furthermore, CpG-hypermethylation at the MGMT promoter and a loss of the EBV genome in cell culture was observed in a PEL cell subclone derived from a PEL tumor, which was positive for KSHV and EBV, but unmethylated at MGMT [127] (Table 21.2).

### 21.3.2 Interactions of Lytic Cycle Proteins of Human Cytomegalovirus with Histone Deacetylases

Following primary infection, human cytomegalovirus (HCMV), a betaherpesvirus, persists or establishes latency in cells of the myeloid lineage. Although most infections are asymptomatic, life-threatening disease can develop in immunocompromised patients or if infection occurs in utero. Gönczől et al. observed that HCMV latency and reactivation is connected to the undifferentiated or differentiated nature of the host cell [128]. In undifferentiated cells the major immediate-early (IE) promoter (MIEP) of HCMV was repressed and located to a hypoacetylated chromatin domain associated with HP1 and Ets-2 repressor factor (ERF), a transcriptional repressor recruiting HDAC1 to MIEP [129,130]. During lytic infection,

<table>
<thead>
<tr>
<th>Microbe</th>
<th>Effector Molecule</th>
<th>Epigenetic Alteration</th>
<th>Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>EBV</td>
<td>EBNA2</td>
<td>Histone acetylation</td>
<td>Switching on promoters</td>
</tr>
<tr>
<td></td>
<td>EBNALP (EBNA5)</td>
<td>HDAC displacement</td>
<td>Switching on promoters</td>
</tr>
<tr>
<td></td>
<td>EBNA3C (EBNA6)</td>
<td>Histone acetylation, histone deacetylation</td>
<td>Modulation of promoter activity</td>
</tr>
<tr>
<td></td>
<td>LMP1</td>
<td>Up-regulation of DNMTs</td>
<td>Promoter silencing</td>
</tr>
<tr>
<td></td>
<td>LMP2A</td>
<td>Up-regulation of DNMT1</td>
<td>Promoter silencing</td>
</tr>
<tr>
<td>KSHV</td>
<td>LANA</td>
<td>Recruitment of DNMTs to cellular promoters</td>
<td>Promoter silencing</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Association with mSIN3A, recruitment of HDACs</td>
<td>Promoter silencing</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Association with HP1</td>
<td>Promoter silencing</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Interaction with SUV39H1, redistribution of MeCP2</td>
<td>Reorganization of the nucleus</td>
</tr>
</tbody>
</table>

**Table 21.2** Epigenetic Alterations Induced by Latent Human Gammaherpesvirus Proteins
however, for example when monocytes differentiated to macrophages, MIPE was activated and associated with hypermethylated histones [129]. In addition, IE1 and IE2, the abundant protein products of the IE genes interacted with histone deacetylases, abolishing their repressive effect at the MIPE and the early promoter of the viral polymerase [131, 132]. Thus, IE proteins modulate the host epigenetic regulation of viral promoters, thereby facilitating viral replication.

IE1 and IE2 activated cellular promoters either by direct binding to CCAAT box binding factor (CTF1) at TATA-less promoters, or TATA-binding protein (TBP), at promoters with a TATA motif, respectively [133, 134]. In human fibroblasts, activation of the human telomerase reverse transcriptase gene (hTERT) by IE1 was accompanied by increased binding of the nuclear protein Sp1, acetylation of histone H3, and a reduction of HDAC binding at the hTERT promoter [135]. Since telomerase activation is crucial for immortalization and malignant transformation of cells, these data support the point that HCMV may contribute to tumorigenesis [136].

21.3.3 Epigenetic Dysregulation in Human Retrovirus-Infected Cells

The RNA genomes of human T-cell lymphotropic virus (HTLV) and human immunodeficiency virus (HIV) replicate via a DNA intermediate that becomes integrated into the host cell genome (provirus). Proviral genomes are frequently silenced by epigenetic mechanisms. In turn, retroviral proteins interacting with the epigenetic regulatory machinery modulate the gene expression pattern of their host cells.

CPG ISLAND METHYLATOR PHENOTYPE IN ADULT T-CELL LEUKEMIA/LYMPHOMA (ATLL): A PUTATIVE ROLE FOR THE HTLV-1 PROTEIN TAX IN THE SILENCING OF KEY CELLULAR PROMOTERS?

The proviral genome of type I human T-lymhotropic virus (HTLV-1), a retrovirus associated with ATLL and tropical spastic paraparesis, frequently undergoes epigenetic silencing [137]. Therefore, in tropical spastic paraparesis patients, the activation of viral gene expression using the HDAC inhibitor valproate seems to be a justified therapeutic approach, because the virus-positive cells may thereby be exposed to the host immune response, resulting in the collapse of the latent viral reservoir [138]. In ATLL patients the CGI methylation frequency of the Src homology-2-containing protein tyrosine phosphatase (Shp1, PTPN6) gene gradually increased during disease progression [139]. In parallel, the number of CGI methylated genes also increased. Because the viral oncoprotein Tax induced the dissociation of transcription factors from the Shp1 promoter and subsequent promoter hypermethylation [140], Niller et al. speculated that Tax may act as a “hit-and-run” oncoprotein by initiating the down-regulation of Shp1 expression in an early stage of leukemogenesis [141]. This early step may be followed by silencing of additional cellular promoters and down-regulation of Tax expression itself, due to deletions of the proviral genome or its epigenetic silencing.

HUMAN IMMUNODEFICIENCY VIRUS: EPIGENETIC SILENCING OF LATENT VIRAL GENOMES AND HOST GENES

HIV causes the acquired immunodeficiency syndrome. The virus is transmitted parenterally and, with the exception of very few long-term non-progressors, ends fatally for the infected patients due to the severe course of opportunistic infections which would normally run less severely or even subclinically. Due to the HIV-associated severe immune suppression, HIV patients have an increased risk to develop virus-associated neoplasms during all stages of HIV disease [142–144].

Although highly active antiretroviral therapy (HAART) that combines several drugs with different viral targets significantly improved the life expectancy of HIV-infected individuals, there is still no cure for HIV infection. One reason for this failure is the existence of a dormant viral reservoir in resting memory CD4+ T cells [145]. Upon cessation of HAART and due to
stimulation of the memory cells, the latent viral genomes start transcription and replication again, leading to viral rebound. The half-life of the latent viral reservoir is approximately 40 months. In patients undergoing HAART, occasional short periods of asymptomatic viral replication, termed "blips", may allow the virus to replenish the latent reservoir [146]. Therefore, viral persistence in resting memory CD4 T cells has been recognized as a major obstacle against curative treatment (reviewed by [147,148]).

Mechanisms of HIV Latency: CpG Methylation, Repressive Chromatin, Transcriptional Interference, and miRNAs

Enzymatic methylation of CpG dinucleotides prevented binding of transcription factors to the HIV-LTR and led to a transcriptional block in transfected cells which could be overcome by demethylation through 5-aza-C or the presence of the HIV-transactivator Tat. This suggested that DNA-methylation might contribute to the silencing of viral transcription in the latent state [149–151]. HIV transcription and chromatin structure were examined in several latently infected cell lines. Induction of viral transcription through the NF-κB stimulator TNFα and HDAC inhibitors correlated with an overall increase in histone acetylation and the disruption of nucleosome 1 which blocks the transcriptional start site of the viral 5′-LTR [152]. Two transcriptional repressors, YY1 (Ying Yang 1) and LSF (late simian virus 40 transcription factor), were shown to associate with the HIV LTR, and recruited HDAC1 in vitro. YY1-dependent repression was reversed by the HDAC inhibitor trichostatin A (TSA), suggesting that repressive histone marks also contribute to the silencing of HIV-transcription [153].

In resting CD4+ T cells isolated from aviremic HIV-infected cell donors on HAART, the HDAC inhibitor valproic acid (VPA) led to the acetylation of the integrated provirus-LTR and to an outgrowth of HIV from the resting cells without inducing T-cell activation markers [154]. The contribution of different histone methylation marks to LTR-silencing was examined in latently transfected T-cell lines. EZH2, a component of the polycomb repressive complex (PRC) 2 involved in H3K27me3 methylation, was enriched at the repressed LTR, while upon LTR activation it was rapidly displaced. A smaller number of proviruses were silenced through SUV39H1 which is involved in H3K9me3 methylation. Thus, specific inactivation of PRC2 may give a cue to future therapeutic attempts to selectively activate the LTR [155]. The LTRs in isolated resting T cells from aviremic HIV patients and stably transfected HeLa cells were repressed through a protein complex of transcription factors of c-Myc and Sp1, attracting HDAC1 [156]. CBF1, a transcriptional repressor and effecter in the Notch signaling pathway, also silenced HIV transcription. CBF1 recruited HDAC1 and the corepressor proteins CIR (CBF1-interacting protein) and mSIN3A to the LTR. Knockdown of CBF1 led to transcriptional derepression, with a concurrent increase in histone acetylation levels, loss of HDAC1 and loss of co-repressor proteins [157].

HIV proviruses preferentially integrate within actively transcribed genes. Nevertheless, they are transcriptionally suppressed in resting CD4 T cells from patients under HAART. Proviruses, mostly within introns, were randomly inserted as to their transcriptional orientation, suggesting that proviral transcripts may partially end up as rapidly degraded intronic RNA upon transcription of the respective host gene. Thus, intronic integration represents a distinct molecular mechanism of HIV silencing in latency [158,159]. Targeted insertion of a HIV provirus by homologous recombination into the third intron of the HPRT gene was used as a model to study the effect of the transcriptional orientation of host and viral genes. HPRT-readthrough transcription enhanced HIV transcription, when running in the same direction, but inhibited it, when running in the opposite direction. In this model, repressive chromatin marks did not play a significant role in HIV latency [160].

Another mechanism of HIV latency in memory T cells may rely on miRNAs. A series of CD4+ T-cell lines expressed high levels of Dicer which belongs to the miRNA processing machinery. In HIV-infected T cells, the viral TAR stem-loop RNA was bound by Dicer and processed to
a miRNA. Transfection of a corresponding siRNA-expressing construct decreased LTR-dependent expression of a reporter protein. Furthermore, the TAR-siRNA was able to recruit HDAC1 to the LTR, but not to downstream sequences [161]. Cellular miRNAs may also contribute to HIV latency. mir-28, mir-125b, mir-150, mir-223, and mir-382 were enriched in resting T cells compared to activated T cells. These miRNAs were recruited to the 3’-end of the HIV transcript and inhibited the translation of HIV proteins. miRNA antisense-constructs released the translational block and led to viral replication [162].

Silencing of Host Genes in HIV-Infected Cells

The chromatin structure in host cell genes is influenced by HIV infection of CD4⁺ T cells. DNMT1 levels increased significantly in CD4⁺ T-cell lines and primary CD4 T cells upon infection with HIV. Acute infection of primary T1 cells led to a decrease of IFNγ expression which coincided with the de novo methylation of the IFNγ promoter. An antisense-mediated knockdown of DNMT1 led to transcriptional derepression of the IFNγ promoter [163]. An increase in the level of DNMT1 was also observed in a T-cell line infected with an integration-and therefore replication-defective HIV mutant. Thus, the presence of viral nucleic acids was sufficient, but viral replication was not required for the increase of DNMT1 expression. The overall methylation level of the cellular DNA increased, the CGI at the p16INK4A promoter became hypermethylated and repressed upon HIV infection, while 5-aza-C treatment led to the induction of p16INK4A expression [164].

Another gene down-regulated in virus-infected immortalized T cells was UDP-N-acetylglucosamine 2-epimerase/N-acetylmannosamine kinase (GNE). GNE produces the sialyl-donor substrate for all cellular sialyl-transferases and thereby profoundly influences the receptor and homing functions of immune cells. In T-cell lines the CGI at the GNE promoter became de novo hypermethylated upon acute HIV infection, as demonstrated by bisulfite sequencing. Treatment with 5-aza-C released both the transcriptional repression and methylation, and restored sialylation function. GNE hypermethylation may to some degree explain the frequently persisting immune disorder of aviremic HIV patients on long-term successful HAART [165].

Infection of a T-cell line or transfection of HeLa cells with an integration-defective HIV increased DNMT1 expression. The effect was dependent on expression of HIV early proteins Tat, Rev, and Nef. The transcription factor AP1 was implicated in the HIV-dependent up-regulation of DNMT1 [166]. Furthermore, in a human neuroblastoma cell line and in human primary neuronal cells, Tat was shown to induce HDAC2. This led to the silencing of the CREB and CaMKIIα genes which contribute to synaptic plasticity and neuronal function. Thus, HIV-induced dysregulation of HDAC2 may be involved in HIV-associated neurocognitive disorders (HAND) [167] (Table 21.3).

### 21.3.4 Local Hypermethylation and Global Hypomethylation of the Host Cell DNA in Hepatocellular Carcinomas Associated with Hepatitis B Virus

Hepatocellular carcinoma (HCC) is the predominant form of human liver cancer. Hepatitis B virus (HBV) and hepatitis C virus (HCV) infections are the major etiological factors for

<table>
<thead>
<tr>
<th>Microbe</th>
<th>Effector Molecule</th>
<th>Epigenetic Alteration</th>
<th>Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>HTLV-I</td>
<td>Tax</td>
<td>Shp1 promoter methylation</td>
<td>Promoter silencing</td>
</tr>
<tr>
<td>HIV-1</td>
<td>Tat, rev, nef</td>
<td>Upregulation of DNMT1</td>
<td>Promoter silencing</td>
</tr>
<tr>
<td></td>
<td>Tat</td>
<td>Induction of HDAC2</td>
<td>Promoter silencing</td>
</tr>
</tbody>
</table>
HCC. HBV-related HCC develops through distinct stages (reviewed by [168]). Epigenetic alterations including aberrant CGI hypermethylation appear already in the preneoplastic lesions (cirrhotic nodules) and their frequency gradually increases during the early stages of liver carcinogenesis (low-grade dysplastic nodules, high-grade dysplastic nodules, early hepatocellular carcinoma), although the methylation level of certain genes may decrease in progressed HCCs. Shim et al. found that hypermethylation of the p16 gene starts at an early stage of hepatocarcinogenesis. Sixty-two percent of cirrhotic nodules (putative preneoplastic lesions) and 70% of dysplastic nodules, surrounding HBV-positive hepatocellular carcinoma lesions, showed p16 hypermethylation [169]. Um et al. described that \( \text{APC}, \text{RASSF1A}, \text{and SOCS1} \) were methylated in a fraction of cirrhotic nodules but the methylation levels of \( \text{APC} \) and \( \text{RASSF1} \) increased significantly in low-grade dysplastic nodules. SOCS1 methylation gradually increased during multistep carcinogenesis, peaked in early hepatocellular carcinoma, and decreased in progressed liver carcinomas [170].

The genome of hepatitis B virus codes for a pleiotropic regulator, called X protein (HBx or pX). pX interacts with multiple key signaling pathways and affects the regulators of cell cycle progression [171–175]. In vitro, pX up-regulates cyclin D1 and activates DNMT1 expression via the cyclin D1-CDK4/6-pRb-E2F1 pathway, resulting in DNA-methylation-mediated down-regulation of the tumor-suppressor protein p16\(^{\text{INK4a}}\) [176,177]. In addition to DNMT1, pX also up-regulated two variants of the de novo DNA methyltransferase DNMT3A in liver cells. DNMT3A1 and DNMT3A2 are translated from differentially spliced transcripts of the \( \text{DNMT3A} \) gene and induce regional hypermethylation of specific tumor-suppressor genes [178]. pX down-regulated, however, another de novo DNA methyltransferase, DNMT3B, in the very same cells. Because satellite 2 repeat sequences are methylated by DNMT3B, pX-induced down-regulation of the enzyme led to a global hypomethylation of these repeats [178]. This important observation connected the viral oncoprotein pX both to global DNA hypomethylation, a phenomenon as widespread in neoplastic cells [179], and regional hypermethylation [180], which is another key feature of tumor cells. In hepatocellular carcinomas carrying integrated HBV genomes, CpG-rich sequences were also found to be hypomethylated in the pericentromeric regions of acrocentric chromosomes [181]. pX was also implicated in hypermethylation-mediated silencing of the E-cadherin promoter [182–184]. The tumor-suppressor gene \( \text{RASSF1A} \) (Ras association domain family 1A) and the \( \text{GSTP1} \) gene, coding for the \( \pi \)-class glutathione S-transferase, an enzyme involved in protecting against electrophilic carcinogens, was also frequently inactivated by CGI methylation in HBV-positive hepatocellular carcinomas [185,186].

The epigenetic profile of hepatocellular carcinoma associated with HBV appears to be different from that of HCV-associated liver cancer. Feng et al. observed that certain genes (\( \text{HOXA9}, \text{RASSF1}, \text{SFRP1} \)) were methylated more frequently in HBV-positive hepatocellular carcinomas than in HCV-positive liver tumors. In contrast, \( \text{CDKN2A} \) was significantly more frequently methylated in HCV-positive than in HBV-positive liver carcinomas [187]. These data support the idea that hepatocellular carcinomas of different viral etiologies are associated with unique, virus-specific epigenetic signatures.

### 21.3.5 Hepatitis C Virus (HCV)-Induced Epigenetic Alterations

Hepatitis C virus belongs to the genus hepacivirus of the flaviviruses. It is transmitted through blood–blood contacts and causes inflammatory liver disease which turns chronic in about 80% of the infected patients. Chronic infection may lead to liver cirrhosis and hepatocellular carcinoma in the long term. Several large studies described epigenetic down-regulation of numerous tumor-suppressor genes in HCC tissue samples [187–190] (reviewed by [191]). The overall genomic methylation levels, reflected in the methylation of LINE1 and SAT2 repeats,
decreased, while methylation at CGIs of TSGs increased with the progression of hepatitis via cirrhosis to HCC \[168,192,193\] (Table 21.4).

DNA methylation at distinct tumor-suppressor gene loci is significantly associated with HBV, HCV, or alcoholism, respectively \[190\] (reviewed by \[191\]). Methylation at the tumor-suppressor genes CDKN2A, SOCS-1, GADD45B, STAT1, APC, and p15 is more prevalent in HCV-positive than in HCV-negative tumors, while HOXA9, RASSF1, and SFRP1 were more methylated in HBV-positive tumors \[187,192,194,195\] (reviewed by \[191\]). Methylation of the kallikrein (KLK) 10 promoter correlated with HCV infection, while methylation at KLK10 and GSTP1 inversely correlated with HBV infection \[190,196\]. Another study applied methylated-DNA immunoprecipitation on chip and mass spectrometry on HCC tissue samples to discriminate between HCV- and HBV-associated HCC. While hypermethylation of only the CYP7B1 locus was found in HBV-HCC, a multitude of 15 loci was hypermethylated in HCV-HCC: age-independent methylation markers included genes inhibitory to Ras/Raf/ERK signaling (NPR1, DUSP4, LOX, and RRAD) and inhibitory to Wnt/β-catenin signaling (SFRP4 and RUNX3) \[197\].

In a transgenic mouse and a cell line model, epigenetic down-regulation of SOCS1 was dependent on the expression of the HCV core protein \[198\]. This observation is in accordance with a clinical study showing that HCV-infection was associated with SOCS1 methylation, whereas HBV infection was inversely correlated with SOCS1 methylation \[199\]. In HepG2 cells the expression of the core protein induced DNMT1 and DNMT3B resulting in CDH1 promoter hypermethylation and a more aggressive growth behavior \[200\]. HCV core protein expression in the Huh cell line also led to hypermethylation and silencing of CDH1. In addition, the HDAC SIRT1 was induced through core protein expression. Inhibiting SIRT1 derepressed the CDH1 promoter \[201\]. A similar mechanism may silence the promoters of interferon-stimulated genes, too \[202\].

Alterations of the histone modification machinery have also been associated with the progression of HCC (reviewed by \[191\]). HCC is unusually low in H3K4me2, due to deregulation of the trithorax protein Ash2 and histone demethylase LSD1 \[203\]. Inducible HCV protein expression in cell lines led to the overexpression of protein phosphatase 2A (PP2A) which influenced the histone modification machinery through binding to protein arginine methyltransferase 1 (PRMT1), and the DNA repair machinery through dephosphorylating H2AX. The deregulation of both systems is considered critical in HCC development.

Accordingly, the expression of a set of indicator genes involved in HCC tumorigenesis was changed concordantly by either the expression of HCV proteins or the overexpression of PP2A in cell culture \[194\] (reviewed by \[191\]). Transfection of the HCV core protein into cholangiocarcinoma cell lines induced the SET and MYND domain containing protein, SMYD3, a novel HMT. Overexpression of SMYD3 correlated with hypermethylation of the RASSF1A promoter \[204\].

<table>
<thead>
<tr>
<th>Microbe</th>
<th>Effector Molecule</th>
<th>Epigenetic Alteration</th>
<th>Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>HBV</td>
<td>pX</td>
<td>Up-regulation of DNMT1</td>
<td>Promoter silencing</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Up-regulation of DNMT3A1 and DNMT3A2</td>
<td>Promoter silencing</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Down-regulation of DNMT3B</td>
<td>Satellite 2 repeat hypomethylation</td>
</tr>
<tr>
<td>HCV</td>
<td>Core protein</td>
<td>Induction of DNMT1, and DNMT3B</td>
<td>Promoter silencing</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Induction of HDAC (SIRT1)</td>
<td>Promoter silencing</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Induction of SMYD3, a histone methyltransferase</td>
<td>Silencing of RASSF1A</td>
</tr>
</tbody>
</table>

**TABLE 21.4 Epigenetic Alterations Induced by Human Hepatitis Viruses**
21.3.6 Induction of Histone Methyltransferase and Histone Demethylase Enzymes by the Human Papillomavirus Oncoprotein E7

Infection with high-risk human papillomavirus (HPV) strains (especially type 16 and 18) is causally related to the development of cervical cancer. Progression of HPV-positive pre-malignant lesions to invasive cancer is a rare event, however, suggesting that additional steps including chromosomal alterations and epigenetic changes are necessary for neoplastic development [205]. In an in vitro model system of cervical carcinogenesis, Henken et al. observed an accumulation of frequent methylation events involving five tumor-suppressor genes when primary keratinocyte cell lines transfected with HPV genomes acquired anchorage independence [206]. In contrast, no methylation was evident in pre-immortal HPV-18 transfected cells. Certain cellular genes are also hypermethylated during in vivo cervical carcinogenesis in a histological type- or clinical stage-dependent manner (reviewed by [205]). The E7 oncoprotein of HPV-16 was shown to bind to DNMT1 and stimulate its methyltransferase activity [207]. This may explain the hypermethylation of selected cellular promoters in HPV-infected cells, and Laurson et al. speculated that E7–DNMT1 interaction may target DNMT1 to specific sequences, similarly to the recruitment of DNMT3A to specific genomic regions by the KSHV oncoprotein LANA [208].

Consistent hypermethylation patterns were described in laryngeal papillomas associated with HPV-6 as well [209]. Laryngeal papillomas are usually benign lesions, although they may progress to squamous cell carcinoma in a fraction of cases. Promoter hypermethylation affecting TIMP3 and CDKN2B occurred early during tumor progression and was maintained throughout neoplastic development [209].

HPV-16 E7 activated the expression of EZH2, a Polycomb protein with histone H3K27 methyltransferase activity, too. Continuous expression of EZH2 was indispensable for the proliferation of HPV-positive tumor cells [210]. Histone H3K27me3 marks may contribute to promoter silencing either in concert with DNMTs or independently of DNA methylation. E7 is a pleiotropic regulator protein involved both in silencing and activation of certain target gene sets. HPV-16 E7 increased histone H3 acetylation at E2F1 and CDC25A promoters in human foreskin keratinocytes [211], and reduced the level of the repressive histone modification H3K27me3 in primary human epithelial cells [212]. The latter change was due to induction of the histone demethylases KDM6A and KDM6B targeting specifically histone H3K27me3 and disrupting Polycomb repressor complexes. E7-mediated reprogramming resulted in an increased expression of KDM6A- and KDM6B-responsive Homeobox genes (HOXC5, HOXC8) that are known to be up-regulated in cervical carcinomas.

21.3.7 Epigenetic Transcriptional Silencing in Merkel Cell Polyomavirus-Associated Carcinoma of the Skin

Merkel cell carcinoma (MCC), a neuroectodermal tumor arising from mechanoreceptor Merkel cells, frequently carries integrated genomes of a recently discovered human polyomavirus, called Merkel cell polyomavirus (MCPyV) [213]. MCCs are rare but highly aggressive neoplasms. Similarly to other polyomaviruses, the dsDNA genome of MCPyV encodes tumor antigens (large T antigen and small t antigen) implicated in oncogenesis. In MCCs the large T antigen is regularly truncated rendering the virus replication incompetent [214]. The proneural transcription factor Atonal Homologue 1 (Atoh1) is essential for cell fate commitment of multiple neuronal lineages and acts as a developmental regulator of the mechanoreceptive Merkel cells in the skin, too [215]. ATOH1 expression was found to be reduced due to deletion or inactivation by CpG methylation in MCCs as well as colorectal carcinomas [216]. In addition, the promoter of the tumor-suppressor gene RASSF1A was also hypermethylated in about half of the MCC samples [217]. These observations indicate that epigenetic events may contribute to the pathogenesis of MCPyV-associated Merkel cell carcinoma.
21.4 EPGENETIC ALTERATIONS ELICITED IN THE HOST TISSUE BY TREMATODE INFECTIONS

Trematode infections can lead to epigenetic alterations in the host tissue, which we will subsequently further explore.

21.4.1 Promoter Hypermethylation in Cholangiocarcinoma Associated with *Opistorchis viverrini* (Liver Fluke) Infection

Cholangiocarcinoma in certain geographical areas is related to liver fluke infection. In northeast Thailand most patients with the malignancy of the bile duct epithelium carry the macroparasite *Opistorchis viverrini* whereas in Cambodia, China, Japan, Korea, Laos, and Vietnam *Clonorchis sinensis* infection is spreading via the consumption of raw freshwater fish, causing cholangiocarcinoma [218,219]. In *Opistorchis viverrini*-associated cholangiocarcinomas down-regulation of *p14ARF* expression was predominantly related to inactivation by DNA methylation whereas *p16INK4A*, another tumor-suppressor gene of the 9p21 gene cluster was affected by allelic loss. Both mechanisms contributed to down-regulation of *p15INK4B* [220]. Sriraksa et al. analyzed the methylation pattern of 26 CGIs in *Opistorchis viverrini*-associated cholangiocarcinoma samples. There was an elevated frequency of hypermethylation at five areas including the ovarian tumor-suppressor *OPCML* (*opioid binding protein/cell adhesion molecule-like gene*) and the immunomodulator *DcR1* (*decoy receptor 1*) [221]. Thus, *OPCML* and *DcR1* may serve as methylation biomarkers for cholangiocarcinoma.

21.4.2 CpG Island Methylation in *Schistosoma haematobium*-Associated Bladder Carcinoma

Squamous cell carcinoma, and to some extent also transitional cell carcinoma of the bladder in East Africa and the Middle East and other subtropical areas is frequently associated with chronic urinary *Schistosoma haematobium* infection. Chronic mechanical irritation by calcified eggs deposited by the worms in the bladder epithelium and accumulation of carcinogenic compounds in the urine may be involved in the transformation of the uroepithelium. Although the genomic DNA isolated from adult worms of the related *Schistosoma mansoni* is unmethylated [222], in bladder cancer samples of most probably *Schistosoma haematobium*-infected patients from Egypt there was a greater degree of CGI methylation than in non-*Schistosoma*-associated tumors [223].

21.5 CONCLUSIONS

Although most of the work related to epigenetic alterations induced by infectious agents in host cells focused on tumor-associated microbes and macroparasites implicated in tumorigenesis, it is clear from the overview of the literature that other important bacterial and viral pathogens directly not involved in the initiation or maintenance of neoplasia leave their epigenetic marks on their target cells as well. There is no doubt in our mind that in addition to viruses and bacteria, other microparasites, i.e. protozoa that do have their own sophisticated epigenetic regulatory systems, may also cause epigenetic dysregulation in their hosts. Furthermore, tumor-associated viruses may have a role in other diseases as well, thus the knowledge as to the epigenetic control of their genomes and the epigenetic changes they elicit in neoplastic cells may help to decipher the patho-epigenetic mechanisms causing dysfunctions in non-neoplastic cells. In this respect it is worthy to mention that the epigenetic control of Epstein–Barr virus latency appears to be inadequate in certain autoimmune diseases, and was implicated in triggering and perpetuating the pathogenic processes [224]. Other important research topics are also emerging, including the potential role of microbial and other infections in the patho-epigenetics of allergic diseases [225] and the modification of host epigenetic processes by the microbial communities inhabiting mucosal surfaces and the skin, or even by probiotic bacteria [226]. The epigenetic changes induced by the vast majority of
macroparasites (helminths, fungi, arthropods) infecting humans as well as animals remain to be explored as well.
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22.1 INTRODUCTION

Endometriosis, defined as the presence and growth of functional endometrial-like tissues outside the uterine cavity, is a common and benign gynecological disorder with a poorly understood and somewhat enigmatic etiopathogenesis and pathophysiology [1]. It is a leading cause of disability in women of reproductive age, responsible for dysmenorrhea, pelvic pain, and subfertility [2]. As such, it impacts negatively on patients’ physical, mental, relational, and social wellbeing [3]. It also consumes tremendous healthcare resources. In the
United States, endometriosis is the third leading cause of gynecologic hospitalization [4,5]. In China, endometriosis-related surgeries constitute about one quarter of all gynecological surgeries.

The direct healthcare cost per patient in the US was estimated to range from $2801 to $12 644 in the early 2000s [6–8]. In Italy, more than 65% of patients with endometriosis had endometriosis-related surgical procedures, including hysterectomy, within 1 year of firm diagnosis [9]. In Belgium, the average non-healthcare costs associated with endometriosis incurred during the 6 months prior to and following surgical treatment are 1514 and 2496 Euros, respectively [10]. In Canada, the estimated mean annual societal cost of endometriosis was $5200 per patient (95% confidence interval: $3700–7100), 78% of which is due to the lost productivity and lost leisure time [11]. Thus, the economical burden of endometriosis to society, due to either healthcare costs or loss of productivity, is enormous because of its high prevalence, costly treatment, and debilitating nature [4,5,12]. Evidently, endometriosis poses a serious public health problem worldwide.

Various theories on the pathogenesis of endometriosis have been proposed, but none has been unequivocally proven [13]. These theories can be grouped into roughly three themes: in situ development (such as coelomic metaplasia or embryonic cell rests), implantation, or a combination of in situ development and implantation. The implantation theory of Sampson [14], or the retrograde menstruation theory, is the most widely accepted. This theory stipulates that viable endometrial cells regurgitate through the fallopian tubes during menstruation to implant and grow in peritoneum or other ectopic sites. Indeed, retrograde menstruation is reported to occur in over 95% of women of reproductive age with patent fallopian tubes [15]. However, far less women are actually inflicted with endometriosis. Thus, why there is such discrepancy remains unresolved.

22.1.1 Diagnosis and Classification

A definite diagnosis of endometriosis is based principally on direct visualization through laparoscopy and appropriate biopsies in conjunction with a thorough medical history, although ultrasound and magnetic resonance imaging may also be useful [16]. While tremendous effects have been devoted to the search for non-invasive diagnostic procedures such as serum biomarkers, so far no single biomarker or group of biomarkers have been proven to be unequivocally useful clinically [17].

Endometriosis is staged by the classification system of the revised American Fertility Society (rAFS) [18]. Yet the staging system does not correlate well with either the severity of pain or the extent of infertility, nor does it correlate well with the prognosis [19]. Therefore, the development of a better classification system is currently an active research area [20].

It has been generally regarded that endometriosis has at least three different subtypes, i.e. ovarian endometriomas, peritoneal endometriosis, and adenomyotic nodules of the recto-vaginal septum [21]. This view has been supported by different gene expression patterns between ovarian and peritoneal endometriosis based on large-scale gene expression profiling studies [22].

22.1.2 Treatment

In treating women with endometriosis, the efficacy has been measured by means of assessment of pains and/or pregnancy rate [23]. The current treatment modalities include medical, surgical, or a combination of both, with surgery being the treatment of choice. However, the recurrence risk after surgery is high: 7–30% of patients reported recurrences 3 years after laparoscopic surgery [24]. The risk increases to 40–50% 5 years after surgery [25,26]. Since repeated surgeries are positively associated with increased morbidity and healthcare costs and, in endometriosis, with damage to ovarian reserve [27–31], the risk for reoperation poses
a serious challenge to the effective management of endometriosis. Therefore, non-surgical medical therapy, preferably with high safety and cost profiles, is sorely needed.

Non-surgical medical therapy is also used as a first-line therapy for treating endometriosis, and may be used in conjunction with those patients who undergo surgical therapy for pain. The current medical treatment for endometriosis has so far focused on the hormonal alteration of the menstrual cycle to produce a pseudo-pregnancy, pseudo-menopause, or chronic anovulation, creating an acyclic, hypoestrogenic environment [23]. This is achieved either by blocking ovarian estrogen production (GnRH agonists, GnRH-a), by inducing pseudo-pregnancy (progestins), or by locally inhibiting estrogenic stimulation of the ectopic endometrium (progestins, androgenic progestins) [16,23,32]. While all hormonal treatments are more or less equally effective in relieving pains [33], the relief, however, appears to be relatively short term [34]. Given the lack of long-term efficacious medical therapy for endometriosis-associated pelvic pains and for minimizing recurrence risk, and the lack of efficacious medical therapy for endometriosis-associated subfertility, there is a clear and pressing need for novel medical therapies with more tolerable side effects and cost profiles [35].

22.1.3 Unmet Medical Needs

In response to this unmet need, numerous encouraging preclinical studies of a vast array of potential therapeutics for endometriosis have been reported in the last two decades. A handful of these have undergone phase II/III clinical trials. Unfortunately, most of these completed trials were found to be unpublished [36]. For those trials that have been published, the efficacy turns out to be much less impressive than that found in preclinical studies [35]. Thus, there seems to be a bewildering lost in translation in the effort to turn discoveries in basic research in endometriosis into better patient care. In fact, there is a palpable disappointment over the drug research and development (R&D) in endometriosis: Vercellini and co-workers recently likened the process to the “waiting for Godot” [37].

All these unmet medical needs, i.e. a classification system that can better relate symptomology and/or prognosis, the development of better, more efficacious therapeutics, better non-invasive diagnostic procedures, and possible prevention, stem from the fact that our current understanding of the molecular mechanisms underlying endometriosis pathogenesis is woefully inadequate. In this paper, which is an updated version of the previous one [38], I shall review our current knowledge of the epigenetic aberrations in endometriosis, discuss their implications for delineating the molecular mechanisms, clinical diagnosis, therapeutics, and intervention. Aside from genes with known aberrant methylation, the author shall restrict my focus on proteins/enzymes known to be involved in DNA methylation and histone modifications — sort of “writers” and “erasers” of epigenetic codes or marks — in endometriosis. This author shall not review, however, work on “reader/effector” of histone modifications since, as of writing, no work has been published in the field of endometriosis per se. For the same reason, this author will confine myself on DNA methylation, histone acetylation/deacetylation, histone methylation/demethylation, since no work on other types of histone modifications has been published in this field as of now. For ease of exposition and also for coherence, the author will leave out the part on microRNA and its response to steroid hormones in endometriosis, which could be rightfully subsumed into the realm of endometriosis epigenetics and has received a great deal of attention recently. The interested readers should consult, for example, Toloubeydokhti et al. [39]. At the end of this review, areas in need of future research will be exposed.

22.2 METHODS

A systematic and comprehensive search of PUBMED was performed for all studies published up to September 30, 2011, using the following search terms: “endometriosis”, “epigenetics”, “histone”, “methylation”, “histone acetylation”, “histone phosphorylation”, “histone ubiquitylation”, “histone sumoylation”, “post-translational modifications”, or a combination of
these. The studies had to report epigenetic aberrations in endometriosis. The search was
limited to publications written in English. Evidence for or against endometriosis epigenetics
was presented, and its therapeutical, diagnostic, and prognostic implications were discussed.

22.3 ALL ROADS LEAD TO EPIGENETICS

Endometriosis has been regarded as an ultimate hormonal disease, owing much to its
estrogen-dependency and aberrations in estrogen production and metabolism [40–42]. It also
has been viewed as an immunological disease due to a myriad immunological aberrations in
endometriosis [43,44]. In addition, it has been thought of a disease caused by exposure to
environmental pollution and toxins [45,46] although so far there are no solid human data
[47]. Finally, it has been regarded as a genetic disease [48,49], ostensibly due to its reported
familial aggregation. Yet even the reported familial aggregation, when examined closely, may
be debatable [50]. Incidentally, beyond reported associations with various polymorphisms,
there has been little headway made so far into the identification of genetic variants that
predispose women to endometriosis [50–52].

Endometriosis is undoubtedly a hormonal disease and certainly entails an array of immuno-
logical aberrations. While so far there is no solid evidence linking dioxin exposure to endome-
triosis, it may still be plausible that dioxin exposure, at the right time and dosage, might precipitate
the initiation or progression of endometriosis through interaction with estrogen receptors [53] or
suppressing expression of progesterone receptors [54]. So what is the common denominator for
a disease that is hormonal, immunological, and possibly environmental and genetic?

In the last decade, numerous large-scale gene expression profiling studies have demonstrated,
unequivocally, that many genes are deregulated in endometriosis [22,55–71]. It also has been
shown that a single focus of endometriotic lesion originates from a single progenitor cell [72],
forming a cellular lineage. During their development from single progenitor cells to endo-
metriotic lesions leading to various symptoms, endometriotic cells presumably need to make
a series of sequential, perhaps dichotomous, and irrevocable cell fate choices. These choices are
likely to be made without any change in DNA sequences. This cellular lineage, or identity,
inevitably requires that cells transcribe, or enable transcription of, specific sets of genes while at
the same time repressing others. To maintain cellular identity, the gene expression program
must be iterated through cell divisions in a heritable fashion by epigenetic processes.

Indeed, transcription is regulated, in part, by the assembly of a plethora of complexes of
transcription factors on regulatory regions of genes, and can be regulated at various levels:
DNA modifications (both chemical and structural), post-transcriptional modifications, and
post-translational modifications. These involve chemical modification of DNA (methylation),
histone modification, and various machineries, such as specific factors, repressors, activators,
general transcriptional factors, enhancers, microRNAs (miRNAs) [73,74], and recently
discovered, double-stranded, non-coding RNAs (ncRNAs) [75]. These levels are either part of
the epigenetic regulation (DNA methylation, histone modifications, miRNA) or closely
related. After the DNA is transcribed and mRNA formed, there are extra levels of regulation on
how much the mRNA is translated into proteins. Post-translational modifications of protein
products, localization and higher-order interactions with other transcription factors, coac-
tivators or corepressors are one set of mechanisms through which transcription can be
controlled at another level.

In light of these, epigenetics is very likely to be involved in maintaining cellular identity in ectopic
endometrial cells. This is the view that was first expressed in 2005 by Wu et al. that "endometriosis,
like neoplasia, may also be an epigenetic disease " [76], after realizing that epigenetic aberration,
as a more general biological phenomenon and possibly one major mechanism for gene deregula-
tion, should not be exclusively restricted in cancers or developmental diseases.
22.4 EVIDENCE IN SUPPORT THAT ENDOMETRIOSIS IS AN EPIGENETIC DISEASE

Evidence that supports the theory that endometriosis is an epigenetic disease is discussed below.

22.4.1 HOXA10 Hypermethylation

The very first piece of evidence suggesting that endometriosis may be an epigenetic disease came from a study showing that the putative promoter of HOXA10 in endometrium from women with endometriosis is hypermethylated as compared with that from women without endometriosis [76]. HOXA10 is a member of a family of homeobox genes that serve as transcription factors during development and has been shown to be important for uterine function. It is expressed in human endometrium, and its expression is dramatically increased during the midsecretory phase of the menstrual cycle, corresponding to the time of implantation and increase in circulating progesterone [77]. This suggests that HOXA10 may have an important function in regulating endometrial development during the menstrual cycle and in establishing conditions necessary for implantation [78].

In endometrium of women with endometriosis, however, HOXA10 gene expression is significantly reduced, indicating some defects in uterine receptivity [79,80], which may be responsible for reduced fertility in women with endometriosis. As promoter hypermethylation is generally associated with gene silencing, the observed HOXA10 promoter hypermethylation provides a plausible explanation as to why HOXA10 gene expression is reduced in endometrium of women with endometriosis [76]. In infertile women with minimal endometriosis, it was recently reported that HOXA10 expression in eutopic endometrium is reduced, and bisulfite sequencing confirmed that the HOXA10 promoter is hypermethylated [81].

The HOXA10 promoter hypermethylation also has been demonstrated in a baboon model of endometriosis, which coincides with reduced HOXA10 expression [82]. What is interesting in the baboon study is the time course of HOXA10 expression levels, which was reduced progressively after induction of endometriosis but only became significant 1 year after the induction [82]. In mouse, surgical induction of endometriosis also resulted in the down-regulation of Hoxa10 as well as hypermethylation [83]. Besides serving as a validation of the human observation, these two experimental studies also challenge the view that endometriosis may originate from eutopic endometrium that harbor certain, yet to be identified, molecular aberrations through retrograde menstruation. What is puzzling and remains unanswered is just how endometriotic lesions situated in the peritoneal cavity apparently result in molecular genetic changes in eutopic endometrium.

Hoxa10 hypermethylation, accompanied by overexpression of Dnmt1 and Dnmt3b, also has been reported recently in female mice prenatally exposed to diethylstilbestrol (DES) [84]. Interestingly, prenatal exposure to DES also results in Hoxa10 down-regulation in gubernaculum and inhibition of transabdominal testicular descent in male rat fetuses [85]. This aberrant methylation seems to be a novel mechanism of altered developmental programming induced by in utero DES exposure.

22.4.2 PR-B Hypermethylation

The second piece of evidence came from the study demonstrating that the promoter of PR-B is hypermethylated in endometriosis [86]. In addition, the PR-B promoter hypermethylation is concomitant with reduced PR-B gene expression, providing support for the role of epigenetic aberration in PR-B down-regulation. It is well-known that there is a general tendency of progesterone resistance in endometriosis [1]. It is also known that PR-B is down-regulated in endometriosis [87] and may be responsible for, at least in part,
progesterone resistance since progesterone is mediated through its receptors, including PR-B. Yet why there is a persistent PR-B down-regulation was a mystery. PR-B promoter hypermethylation provides a simple yet biologically plausible explanation as to why PR-B is persistently down-regulated in endometriosis. In addition, promoter hypermethylation as a cause for PR-B down-regulation appears to satisfy the Occam’s razor principle, that is, the explanation of any phenomenon should make as few assumptions as possible, eliminating those that make no difference in the observable predictions of the explanatory hypothesis or theory.

### 22.4.3 Aberrant Expression of DNMT1, DNMT3A, and DNMT3B

Perhaps the most important piece of evidence showing that endometriosis is an epigenetic disease comes from a study demonstrating that DNMT1, DNMT3A, and DNMT3B, the three genes coding for DNA methyltransferases that are involved in genomic DNA methylation, are all overexpressed in endometriosis [88]. However, another study reports that DNMT1 and DNMT3B protein expression in ectopic endometrium was significantly lower than that in control endometrium [89]. The discrepancy is likely due to the use of different materials: the former study used endometriotic epithelial cells harvested through laser capture microdissection while the latter used tissue culture, which consists of several, mixed cell types. Regardless, the two studies both suggest aberrant expression of DNMTs in endometriotic tissues. Since these genes are involved in de novo as well as maintenance methylation, their aberrant expression suggests that aberrant methylation may be widespread in endometriosis. As methylation is closely linked with chromatin remodeling, the aberrant expression of these genes may also signal that there are aberrant epigenetic changes, other than DNA methylation, in endometriosis.

### 22.4.4 SF-1 and ERβ Hypomethylation

Consistent with the view that aberrant methylation may be widespread in endometriosis, several very recent studies provide further evidence for epigenetic changes in endometriosis. Steroidogenic factor-1 (SF-1), a transcriptional factor essential for activation of multiple steroidogenic genes for estrogen biosynthesis, is usually undetectable in normal endometrial stromal cells but is aberrantly expressed in endometriotic stromal cells. Xue et al. show that SF-1 promoter has increased methylation in endometrial cells yet in endometriotic cells it is hypomethylated [90]. They also find that ERβ promoter is hypomethylated in endometriotic cells, which accounts for its overexpression [91].

### 22.4.5 Epigenetic Aberrations in Other Genes

Izawa et al. show that the treatment of endometrial stromal cells, which normally do not express aromatase, with a demethylation agent (DMA), 5-aza-deoxycytidine, dramatically increased the aromatase mRNA expression [92]. Further study by the same group found that a stretch of CpG demethylation within a non-promoter CpG island of the aromatase gene in endometriotic cells while the same region is heavily methylated and associated with methyl-CpG-binding proteins in endometrial cells [93]. Thus, the increased expression of the aromatase gene in endometriosis is likely attributable to the epigenetic disorder associated with aberrant DNA hypomethylation in a non-promoter CpG island [93].

Endometriotic cells are found to lack the intercellular adhesion protein E-cadherin, a known metastasis-suppressor protein in epithelial tumor cells whose deregulation also seems to be associated with invasiveness of endometriotic cells [94,95]. In two immortalized endometriotic cell lines, E-cadherin was found to be hypermethylated, and the treatment with trichostatin A (TSA) resulted in its reactivated expression with concomitant attenuated invasion [96]. This seems to suggest that, at least in endometriotic cell lines, E-cadherin silenced by methylation is associated with invasiveness.
One in silico study based on large-scale gene expression profiling of paired ectopic and eutopic endometrium also suggests a theme of post-translational modification and histone deacetylation [97], again supporting the role of epigenetics in endometriosis. Consistent with this view, a recent study based on whole-genome scanning of methylation status in 25,500 promoters compared endometriotic cells in three subtypes of endometriosis (superficial endometriosis or SUP, ovarian endometriomas or OMA, and deep infiltrating endometriosis or DIE) with their respective eutopic endometrium, and report that, with a pre-determined threshold of 1.5 or 0.66, there are 153 (14), 29 (53), and 19 (20) hypermethylated (hypomethylated) promoters in SUP, OMA, and DIE, respectively, as compared with eutopic endometrium [98]. There are 11 hypermethylated and nine hypomethylated chromosomal regions common to all three subtypes of endometriosis. Hypermethylated regions appear to be located at the ends of chromosomes, while hypomethylated regions are found to be randomly distributed along the chromosomes [98]. While this high-throughput technology can identify many aberrant methylations in a single study, caution should be made. First, not all aberrant methylations are associated with aberrant gene expression, as evidenced by the poor correlation coefficient between the gene expression induction ratio and methylation ratio ($r = 0.03$, $p = 0.90$, based on data in Table 1 in [98]). In fact, among 20 transcription factors for which expression data were also available, the agreement between expression levels (in direction and in terms of statistical significance) and methylation patterns is merely 20% (or four out of 20). Second, while the use of paired eutopic and ectopic endometrium can effectively minimize the between-individual variation and reveal difference between the two tissues, the study design cannot detect aberrant methylations that are shared by the two tissues.

Compared with the work on DNA methylation, there has been scanty report on aberrant histone modification in endometriosis. Kawano et al. recently reported decreased acetylated histone H3 and H4 in endometriotic stromal cells as compared with normal endometrial stromal cells [99]. In our lab, we found that immunoreactivity to lysine-specific demethylase 1 (LSD1, or KDM1A), which can demethylate mono- and di-methylated lysines, specifically histone 3, lysines 4 and 9 (H3K4 and H3K9), is elevated in endometriotic lesions as compared with normal endometrium [Ding et al., unpublished data]. In addition, we also found that SIRT1, a class III histone deacetylase, and EZH2, a histone methyltransferase that methylates H3K27, have increased immunoreactivity in endometriotic lesions as compared with normal endometrium [Ding et al., unpublished data].

Table 22.1 provides a complete list of epigenetic aberrations in endometriosis identified so far.

### 22.5 HISTONE MODIFICATIONS IN ENDOMETRIOSIS: AN UNEXPLORED FRONTIER

Histones can undergo various kinds of modifications which alter their interaction with DNA and nuclear proteins. The H3 and H4 histones, in particular, have long tails protruding from the nucleosome and can be covalently modified post-translationally at various residuals and in various ways. Histone modifications, primarily on the N-terminal tail, include acetylation, methylation, phosphorylation, ubiquitination, sumoylation, citrullination, and ADP-ribosylation. The core of the histones H2A and H3 can also be modified. Thus, histone modifications can take place in different histones (e.g. H3 or H4), histone variants (e.g. H3.3), and histone residuals (e.g. argine, lysine, and serine). The modification can involve different chemical groups (e.g. acetyl, methyl, and phosphate), and, for methylation, there can be different degrees (e.g. mono-, di-, and tri-methylation for lysines, mono-, symmetric and asymmetric di-methylation for argines). These kaleidoscopic combinations of histone modifications influence the interaction of histones with DNA and nuclear proteins, and act concertedly in gene regulation. Thus, the combinations of modifications are proposed to constitute a code for gene expression, the so-called “histone code” [100,101].
The investigation of aberrant histone modifications in endometriosis has been scarce. For ease of exposition, we shall review published work, albeit few, in “writers” and “erasers” of histone acetylation and methylation.

### 22.5.1 “Writers” and “Erasers” of Histone Modifications

One can view histone modifications of various types as some kind of “marking”, and, as such, the enzymes that make the “marking” happen can be viewed as “writers”, while those making the “marks” removed as “erasers”.

#### HISTONE ACETYLTRANSFERASES

Histone acetyltransferases (HATs) are enzymes that acetylate conserved lysine residuals on histone proteins by transferring an acetyl group from acetyl CoA to form ε-N-acetyl lysine. This modification neutralizes the positive charge of lysine and may thus disrupt the interaction between DNA and histone tails. Acetylated histones are generally associated with euchromatin and transcriptional activation. In contrast to histone acetylation, deacetylation restricts DNA
accessibility through revealing the positive charge of lysine, permitting interaction between DNA and the histone tail and thus chromatin compaction.

There are two general categories of HATs: type A and type B. Type A HATs are nuclear and acetylate nucleosomal histones and other chromatin-associated proteins, and type B HATs are located in the cytoplasm, acetylate newly synthesized histones, and have no direct impact on transcription [102]. Type A HATs can be further categorized into five families: nuclear receptor coactivators and general transcription factors, p300/CBP (CREB (cAMP-response element binding protein)-binding protein), GNAT (GCN5 (general control of nuclear-5)-related N-actyl transferases), MYST (MOZ (monocytic leukemia zinc-finger protein), YBF2 (yeast binding factor 2)/SAS3 (something about silencing 3), and SAS2, TIP60 (Tat interactive protein-60).

In endometriosis, several HATs are investigated in the context of steroid receptor coactivators, since many such coactivators are HATs. Suzuki et al. report that SRC-1 immunoreactivity is reduced [103]. Yet in ovarian endometriosis, Kumagami et al. report that SRC-1 colocalizes with ERα and may thus affect the transcriptional activity of ERα [104].

HDACs

HDACs are a class of enzymes that remove acetyl groups from an ϵ-N-acetyl lysine amino acid on a histone, which are opposite to the action of HATs. Depending on sequence identity and domain organization, HDACs can be classified into four groups: class I consists of HDAC1, 2, 3, and 8; class II, HDAC4, 5, 7A, 9, and 10; class III or sirtuins, consists of SIRT1-7; class IV has one member, HDAC11. Classes I and II are considered “classical” HDACs whose activities can be inhibited by trichostatin A (TSA).

So far, no report on HDACs activity in endometriotic lesions has been published. One recent study, however, found that an epithelial-like endometriotic cell line expresses class I HDAC1, HDAC2, HDAC3, and HADC6, and class II HDAC4 and HDAC5 [105]. Given this result, and in view of many encouraging results of HDAC inhibitors (HDACIs) on endometriotic cells (detailed below), it is very likely that some HDACs may be aberrantly overexpressed in endometriosis. In fact, our study on a rat model of endometriosis indicates that HDAC2 is aberrantly expressed in ectopic endometrium [106]. We also found that SIRT1, a class III HDAC, has increased immunoreactivity in endometriotic lesions as compared with normal endometrium [Ding et al., unpublished data]. We also found that class I HDAC1, HDAC2, and HDAC2 immunoreactivity is elevated in adenomyosis as compared with normal endometrium [212].

Histone Methylation

Histone methylation occurs on lysines (Ks) and arginines (Rs). Histone lysines can be methylated in different forms: mono- (me1), di- (me2), or trimethylated (me3). Histone arginine methylation can be monomethylated, symmetrically or asymmetrically dimethylated. While histone methylation has been known since the early 1960s, it was generally thought that histone methylation, unlike acetylation and phosphorylation, was biochemically stable and irreversible. Yet the identification of the first histone methyltransferases (HMT) in 2000 [107], and especially the identification of the first HDM in 2004 [108], challenged the notion that histone methylation is a permanent, irreversible mark. With more HMTs and HDMs being discovered, it is now held that histone methylation can be dynamic [109]. A list of known site-specific lysine and arginine HMTs is shown in Table 22.2.

Depending on which residue to catalyze on, there are two types of HMTs: histone lysine N-methyltransferase (KMT) and histone arginine N-methyltransferase. HMTs catalyze the transfer of one to three methyl groups from S-adenosyl methionine (SAM) to lysine and arginine.
residuals. With few exceptions, HMTs contain a conserved SET (Su(var)3-9, Enhancer of Zeste, Trithorax) domain that methylates specific residues of histone as well as non-histone proteins.

As of the time of writing, there has been no published study on aberrant expression of any HMT in endometriosis. In our lab, we found that immunoreactivity to EZH2, an HMT that methylates H3K27, is increased in endometriotic lesions as compared with normal endometrium [Ding et al., unpublished data].

HISTONE DEMETHYLASES

Similar to HDACs, histone demethylases (HDMs) are "eraser" enzymes that site-specifically remove the methyl group(s) from histone lysine residuals. Two classes of HDMs have been identified thus far. One is the KDM1 family HDMs that are flavin-adenine dinucleotide (FAD)-dependent amine oxidases, which can act only on mono- and dimethylated lysines. The other is characterized by the Jumonji C (JmjC) domain. HDMs in the latter class are Fe(II) and 2-oxoglutarate-dependent enzymes, and, depending on sequence homology and the overall architecture of associated motifs, can be further classified into different subgroups (Table 22.3).

The KDM1 family has two members, KDM1A (LSD1) and KDM1B (LSD2), while the JmjC domain-containing KDMs have over 30 members identified so far, each with exclusive histone- and residue-specific demethylating capabilities. Table 22.3 gives a list of all current KDM families in mammals.

Histone acetylation, methylation, and phosphorylation are the most investigated histone modifications. In general, histone acetylation is associated with transcriptional activation while
deacetylation is associated with transcriptional repression [100,110]. In contrast, the effect of histone methylation depends on the histone residuals, their positions, and degrees [10,110]. As at time of writing, there has been no published study on aberrant expression of any HDMs in endometriosis. In our lab, we found that immunoreactivity to LSD1 (KDM1A) that demethylates H3K4me1/me2 and H3K9me1/me2, is increased in endometriotic lesions as compared with normal endometrium [Ding et al., unpublished data].

22.5.2 “Reader/Effector” Modules

Histone modifications are recognized by “reader/effector” modules, which read and interpret modification codes or marks and then execute conformational changes in chromatin and provide signals to regulate chromatin dynamics. These modules include Plant Homeo Domain (PHD), chromo (for lysine methylation), bromo (for lysine acetylation), tudor, proline-tryptophan-tryptophan-proline (PWPP), SWI3p-Rsc8p-Moira (SWIRM), SWI3-ADA2-N-CoR-TFIIB (SANT), and Malignant Brain Tumor (MBT) domains. By recruiting these reader/effector proteins, histone modifications lead to changes in chromatin structure as well as dynamics [111]. As at time of writing, there has been no published account on aberration of any “reader/effector” modules in histone modifications.
22.6 EPIGENETIC ABERRATION: CAUSE OR CONSEQUENCE?

Given the reported epigenetic aberrations in endometriosis, one question is whether these aberrations are the cause or merely the consequence of endometriosis. Since most, if not all, human studies reporting epigenetic aberrations in endometriosis are carried out cross-sectionally, the reported aberration may be a cause for, but also could be a consequence of, endometriosis. In a linearly causal relationship, the cause and consequence can be clearly defined, with temporal sequences, and necessary and sufficient cause distinguished. In a complex system, such as endometriosis which appears to be a system-wide disease [112,113], in which there are usually many interconnected parts, linearly causal relationship may be rare in the first place. In many ways, a complex transcription network often has a highly optimized tolerance featuring high efficiency, performance, and robustness to designed-for-uncertainties yet hypersensitive to design flaws and unanticipated perturbations [114]. In such a system, the demarcation of cause and consequence could be difficult since the removal of one part may affect other parts of the system, especially when the system is redundant. Such complex systems often display emergent properties. Therefore, it may be difficult to prove that in endometriosis aberrant methylation is a cause rather than a consequence.

Despite this challenge, it is known that methylation can be induced by various factors. Aging [115–117], diet [118], chronic inflammation [119,120], prolonged transcriptional suppression [121,122], maternal care [123], and prolonged use of intrauterine devices [124]. In endometriosis, it has been shown that prolonged stimulation of an endometriotic epithelial-like cell line by TNFα, which has been shown to have increased production in endometriosis, resulted in at least partial methylation in the PR-B promoter [125]. This provides evidence that certain phenotypic changes in endometriosis, such as increased production of proinflammatory cytokines, may also cause epigenetic aberrations, which in turn result in changes in gene expression and subsequently other phenotypic changes such as increased cellular proliferation [126] and perhaps some phenotypic changes.

In a baboon model of endometriosis, it is reported that the induction of endometriosis resulted in progressively decreased expression of HOXA10 and subsequent alteration in gene expression of its downstream target genes in eutopic endometrium [82]. More remarkably, the decreased HOXA10 expression is accompanied by the promoter hypermethylation [82]. This finding has also been replicated in a mouse model of endometriosis [83]. In this case, the aberrant methylation at HOXA10 promoter is apparently a consequence of endometriosis.

Remarkably, developmental exposures to chemicals can also result in aberrant methylation. Mice neonatally exposed to diethylstilbestrol (DES) are reported to have demethylation of estrogen-responsive gene lactoferrin in their uteri, along with uterine tumor [127,128]. Neonatal exposure to DES can also lead to the hypomethylation nucleosomal binding protein 1 (Nspbp1) in mice [129]. In mice exposed to DES in utero, Hoxa10 hypermethylation has been reported very recently [84]. Nutritional factors and stress have also been reported to alter DNA methylation during early life [123,130–133]. While it is still unclear as to how much nutritional factors, stress, and exposure to certain chemicals in early life and thus aberrant epigenetic changes that they may cause contribute to the risk of endometriosis, it should be noted that the concept of “fetal origins of adult-onset diseases” is fairly new, and the human research in this area can be quite challenging for obvious reasons. Nevertheless, the developmental origins of many chronic diseases such as type 2 diabetes have now been demonstrated epidemiologically [134]. Incidentally, Missmer et al. reported that in utero exposure to DES nearly doubles the risk of developing endometriosis in women while low birthweight increases the risk by 30% [135]. Further research in this area is sorely needed, not just for the sake of understanding of endometriosis pathogenesis but also because proper nutritional intervention may reverse the aberrant epigenetic changes [136,137].
22.7 THERAPEUTIC IMPLICATIONS

Unlike DNA mutations or copy number changes, DNA methylation, histone and protein modifications are reversible. Hence, enzymes that regulate the epigenetic changes could be ideal targets for intervention by pharmacological means. Given the accumulating evidence that endometriosis may be an epigenetic disease, naturally one may wonder as to whether endometriosis can be treated by correcting epigenetic aberrations through pharmacological means. Indeed, encouraging in vitro and in vivo results on the use of HDAC inhibitors (HDACIs) as a potential therapeutics for endometriosis have been reported.

Treatment of an endometrial stromal cell line with trichostatin A (TSA) resulted in decreased proliferation [138]. Treatment with TSA or valproic acid (VPA) resulted in cell cycle arrest and induction of p21, a cell-cycle related gene [139]. The effect is likely through, perhaps in part, the up-regulation of PR-B by TSA [138], possibly through increased acetylation of histones in chromatin. These results have been replicated recently by Kawano et al. in primary endometriotic stromal cells using three different classes of HDACIs (VPA, suberoyl anilide bishydroxamine or SAHA, and apicidin) [99]. Kawano et al. also show that treatment with HDACIs induced expression of cell-cycle-related proteins such as p21, p16, p27, and chk2 as well as apoptosis-related proteins such as cleaved caspase 9 and Bcl-XL, and also elevated acetylation levels in the promoter region of p21, p16, p27, and chk2 as well as acetylated H3 and H4 in endometriotic stromal cells [99]. What is remarkable is that, when it comes to inhibition of proliferation, endometriotic cells are more sensitive to treatment with HDACs than normal endometrial stromal cells [99,140], a fact that may be further exploited when considering dosing.

Treatment of TSA also inhibited IL-1β-induced COX-2 expression [141]. This is significant, since COX-2 overexpression has been observed in ectopic endometrium [142], found to correlate with endometriosis-associated pain [143,144], and reported to be a biomarker for recurrence [145]. TSA treatment up-regulated PPARγ expression in endometrial stromal cells [146]. PPARγ agonists have been reported to inhibit VEGF expression and angiogenesis in endometrial cells [147], inhibit TNF-induced IL-8 production in endometriotic cells [148], and repress ectopic implants in animal models of endometriosis [149–151]. TSA treatment can also attenuate constitutive and TNFα-induced NF-κB activation in endometriotic cells [140]. Since NF-κB plays pivotal roles in inflammation, proliferation, and angiogenesis [152] and is known to be constitutively activated in endometriosis [153,154], its attenuation by TSA strongly suggests that HDACIs may be a promising therapeutic for endometriosis.

In two endometriotic cell lines, TSA treatment resulted in attenuated invasion and reactivated E-cadherin expression [96]. This appears to suggest that some cellular phenotypes of endometriotic cells, such as invasiveness, may be mediated epigenetically and, as such, could be tamed by epigenetic reprogramming through pharmaceutical means.

In an endometriotic epithelial-like cell line, another HDACI, romidepsin, also known as FK-228 and depsipeptide that was originally isolated from a broth culture of Chromobacterium violaceum, has been shown to reduce HDAC activity, induce acetylation of H2A, H2B, H3, and H4, inhibit proliferation, and activate apoptosis through induction of p21, caspase 3, caspase 9, and PARP-1 as well as reduction of Cyclin B1 and Cyclin D1 [105]. Romidepsin also inhibits the transcription, expression, and secretion of VEGF, a known and major factor involved in angiogenesis in endometriosis [155].

In a preliminary study, TSA has been found to inhibit the expression of SLIT2 [Zhao et al., unpublished data], a member of the SLIT family of secretory glycoproteins that was recently found to attract vascular endothelial cells in vitro and promote tumor-induced angiogenesis [156], and, more recently, found to be a constituent biomarker for recurrence of endometriosis [157].

There are indications that show HDACIs may be analgesic when treating endometriosis. The first such indication comes from the report that three HDACIs, TSA, suberic bis hydroxamate,
and VPA, suppress spontaneous and oxytoxin-induced uterine contractility [158]. It has been shown that women with endometriosis have aberrant uterine contractility during menses with increased frequency, amplitude, and basal pressure tone as compared with those without [159]. There is a sign that in the uterus of women with dysmenorrhea there is a lack of synchronization in fundal-cervical contraction [160]. Incidentally, progesterone, a traditional drug for treating endometriosis-associated dysmenorrhea, can also inhibit myometrial contraction [161].

Animal studies also show the potential of HDACIs in treating endometriosis. In mice with surgically induced endometriosis, treatment with TSA significantly reduced the average size of ectopic implants as compared with the controls [162]. This finding has been replicated in rats treated with VPA [163]. More remarkably, it was found that induced endometriosis resulted in hyperalgesia or “central sensitization”, while TSA or VPA treatment significantly improved mice’s or rats’ perception of pain induced by noxious stimuli [162,163]. It should be added that the improvement in pain behavior in rats with induced endometriosis is endometriosis-specific, not due to the general analgesic property that VPA may have [163].

Taking advantage of an existing drug, VPA, that is an HDACI with known pharmacology, and the advantage that adenomyosis, once called endometriosis interna, can be diagnosed quite accurately by non-invasive imaging techniques and that adenomyosis shares with endometriosis many similarities, Liu and Guo tested VPA on three patients as a new therapeutic and found that it was well tolerated and, after 2 months of use, the pain symptoms were dramatically reduced [164]. In addition, the uterus size was reduced by an average of one third. Results from more patients show that VPA can effectively alleviate adenomyosis-associated pain and reduce uterus size [165]. These clinical observations corroborate well with the in vitro data that TSA treatment suppresses proliferation and cell cycle progression in ectopic endometrium in adenomyosis [166]. They are also consistent with the in vivo data that VPA treatment results in reduction in myometrial infiltration, uterine contractility, and contractile irregularity [167], along with alleviation of adenomyosis-associated pain [167,168].

Chronic administration of VPA has been shown to reduce brain N-methyl-D-aspartate (NMDA) signaling in rats [169]. NMDA receptors (NMDARs), along with calcitonin gene-related peptide (CGRP), c-Fos, acid-sensing ion channel 3 (ASIC-3), are known to be expressed in sensory neurons in dorsal root ganglion (DRG) in the presence of central sensitization [170–173]. In particular NMDARs and CGRP are known to be synaptic triggers of central sensitization [174]. NGF and its high-affinity receptor, TrkA, are mediators of inflammatory pain [175]. NMDAR blockade and anti-NGF therapy have been shown to be effective in reducing central sensitization [170,176]. In rats with induced endometriosis, VPA treatment results in significantly decreased immunoreactivity of NMDAR1, c-Fos, ASIC3, TrkA, and CGRP in DRG, along with improved thermal latency [106], demonstrating that VPA, and perhaps other HDACIs as well, may be efficacious in reducing central sensitization induced by endometriosis and possibly in alleviating endometriosis-associated pain in humans.

On the surface, there may seem to be a mismatch between the reported aberrant methylation in endometriosis and the focus of current therapeutic approach, which has been so far confined to HDACIs. Yet this mismatch is merely a trompe l’oeil, since these exists a cross-talk between DNA methylation and histone modifications and they work in concert to control gene expression [177,178], although it is unclear as to whether DNA methylation or histone modification is the primary signal by which gene expression is determined. Hence the change in histone modification may result in change in DNA methylation, and vice versa. The inhibition of histone deacetylation can result in DNA demethylation, as evidenced by the demethylation of E-cadherin as a result of HDACI treatment [96].
22.7.1 Possible Mechanisms of Action in HDACIs as a Therapeutics

As alluded to above, quite extensive in vitro and in vivo studies have shown that certain HDACIs such as VPA and TSA can promote apoptosis, hinder cell cycle progression, inhibit proliferation, reduce inflammation and angiogenesis, and attenuate invasiveness in endometriosis. In other cell types, VPA has been shown to reduce basal and FSH-stimulated estradiol secretion and FSH-induced aromatase activity in human ovarian follicular cells [179] and in forskolin-stimulated H295R cells [180]. Thus, VPA may potentially interfere with steroidogenesis in endometriosis.

TABLE 22.4 Summary of the Activities of HDACIs in Endometriotic Lesions and Other Cell/Tissues

<table>
<thead>
<tr>
<th>Name of HDACI</th>
<th>Gene/Protein Name</th>
<th>Effect</th>
<th>Cell/Tissue Type</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>TSA</td>
<td>PR-B</td>
<td>↑</td>
<td>NESCL</td>
<td>[138]</td>
</tr>
<tr>
<td>TSA, VPA, SAHA, apicidin</td>
<td>p21</td>
<td>↑</td>
<td>NESCL, EESC, EECL</td>
<td>[99,105,139]</td>
</tr>
<tr>
<td>Romidepsin</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VPA, SAHA, apicidin</td>
<td>p16</td>
<td>↑</td>
<td>EESC</td>
<td>[99]</td>
</tr>
<tr>
<td>VPA, SAHA, apicidin</td>
<td>p27</td>
<td>↑</td>
<td>EESC</td>
<td>[99]</td>
</tr>
<tr>
<td>VPA, SAHA, apicidin</td>
<td>chk2</td>
<td>↑</td>
<td>EESC</td>
<td>[99]</td>
</tr>
<tr>
<td>Romidepsin</td>
<td>Cyclin B1</td>
<td>↓</td>
<td>EECL</td>
<td>[105]</td>
</tr>
<tr>
<td>Romidepsin</td>
<td>Cyclin D1</td>
<td>↓</td>
<td>EECL</td>
<td>[105]</td>
</tr>
<tr>
<td>Romidepsin</td>
<td>Caspase 3</td>
<td>↑</td>
<td>EECL</td>
<td>[105]</td>
</tr>
<tr>
<td>Romidepsin</td>
<td>Caspase 9</td>
<td>↑</td>
<td>EECL</td>
<td>[105]</td>
</tr>
<tr>
<td>Romidepsin</td>
<td>PARP-1</td>
<td>↑</td>
<td>EECL</td>
<td>[105]</td>
</tr>
<tr>
<td>VPA, SAHA, apicidin</td>
<td>Bcl-XL</td>
<td>↑</td>
<td>EESC</td>
<td>[99]</td>
</tr>
<tr>
<td>TSA</td>
<td>COX-2</td>
<td>↓</td>
<td>NESCL</td>
<td>[141]</td>
</tr>
<tr>
<td>TSA, VPA</td>
<td>NF-κB</td>
<td>↓</td>
<td>EECL, also in a rat model of endometriosis</td>
<td>[106,140]</td>
</tr>
<tr>
<td>TSA</td>
<td>PPARγ</td>
<td>↑</td>
<td>NESCL</td>
<td>[146]</td>
</tr>
<tr>
<td>TSA</td>
<td>E-cadherin</td>
<td>↑</td>
<td>EECL, ESCL</td>
<td>[96]</td>
</tr>
<tr>
<td>Romidepsin</td>
<td>VEGF</td>
<td>↓</td>
<td>EECL</td>
<td>[155]</td>
</tr>
<tr>
<td>Romidepsin</td>
<td>HIF-1α</td>
<td>↓</td>
<td>EECL</td>
<td>[105]</td>
</tr>
<tr>
<td>VPA</td>
<td>aromatase</td>
<td>↓</td>
<td>Forskolin-stimulated human adrenal carcinoma cell line (H295R)</td>
<td></td>
</tr>
<tr>
<td>VPA</td>
<td>c-Fos</td>
<td>↓</td>
<td>DRG, in a rat model of endometriosis</td>
<td>[106]</td>
</tr>
<tr>
<td>VPA</td>
<td>CGRP</td>
<td>↓</td>
<td>DRG, in a rat model of endometriosis</td>
<td>[106]</td>
</tr>
<tr>
<td>VPA</td>
<td>TrkA</td>
<td>↓</td>
<td>DRG, in a rat model of endometriosis</td>
<td>[106]</td>
</tr>
<tr>
<td>VPA</td>
<td>ASIC3</td>
<td>↓</td>
<td>DRG, in a rat model of endometriosis</td>
<td>[106]</td>
</tr>
<tr>
<td>VPA</td>
<td>HDAC2</td>
<td>↓</td>
<td>DRG, in a rat model of endometriosis</td>
<td>[106]</td>
</tr>
<tr>
<td>VPA</td>
<td>NM23R1</td>
<td>↓</td>
<td>DRG, in a rat model of endometriosis</td>
<td>[106]</td>
</tr>
<tr>
<td>TSA</td>
<td>TRPV1</td>
<td>↓</td>
<td>Eutopic endometrium, in a mouse model of endometriosis</td>
<td>[162]</td>
</tr>
<tr>
<td>TSA</td>
<td>PKCε</td>
<td>↓</td>
<td>Ectopic endometrium, in a mouse model of endometriosis</td>
<td>[162]</td>
</tr>
<tr>
<td>TSA</td>
<td>PGP9.5</td>
<td>↓</td>
<td>Vagina, in a mouse model of endometriosis</td>
<td>[162]</td>
</tr>
<tr>
<td>VPA</td>
<td>HDAC2</td>
<td>↓</td>
<td>Ectopic endometrium, in a rat model of endometriosis</td>
<td>[106]</td>
</tr>
<tr>
<td>VPA</td>
<td>TrkA</td>
<td>↓</td>
<td>Ectopic endometrium, in a rat model of endometriosis</td>
<td>[106]</td>
</tr>
<tr>
<td>VPA</td>
<td>CGRP</td>
<td>↓</td>
<td>Ectopic endometrium, in a rat model of endometriosis</td>
<td>[106]</td>
</tr>
<tr>
<td>VPA</td>
<td>OTR</td>
<td>↓</td>
<td>Primary myometrial smooth muscle cells</td>
<td>[Guo et al. unpublished data]</td>
</tr>
</tbody>
</table>

NESCL, normal endometrial stromal cell line; EESC, endometriotic stromal cells; EECL, epithelial-like endometriotic cell line; ESCL, stromal-like endometriotic cell line; DRG, dorsal root ganglia.
In human myometrial cells, it has been shown that long-term treatment resulted in repression of NF-κB DNA binding and inhibition of the expression of proinflammatory genes such as COX-2, IL-8, IL-6, and RANTES [181]. HDACIs have been reported to suppress TNFα-induced tissue factor expression [182] and also suppress the transcription, expression, and secretion of vascular endothelial growth factor (VEGF) in endometriotic cells [155] and other cell types [183]. Both tissue factor and VEGF (and its receptors) are known to be key players involved in angiogenesis in endometriosis [184–186]. Our unpublished data also indicate that VPA can inhibit the expression of oxytocin receptor (OTR) in primary myometrial smooth muscle cells [Guo et al., unpublished data]. The OTR expression has been found to be positively correlated with the amplitude of uterine contractility and also with the severity of dysmenorrhea in women with adenomyosis [Guo et al., unpublished data].

Table 22.4 summarizes various effects of HDACIs on expression of some important genes that are known to be involved in endometriosis. Figure 22.1 depicts possible mechanisms of action as to how HDACIs such as VPA can be therapeutically valuable.

There is an indication that HDACIs appears to synergize with demethylation agents (DMAs), resulting in more potent antiproliferative effects than either used alone and more robust re-expression of methylation-silenced genes [166], as in cancer cells [187]. Clearly, future research should illuminate this further.

22.7.2 Potential Detrimental Effects of Epigenetic Therapies and Possible Ways to Circumvent Them

Since global hypomethylation is a notable feature of cancer and is reported to cause genomic instability [188,189], there may be a legitimate concern as whether the use of demethylation agents and/or HDACIs in treating endometriosis would increase the risk for cancer. After all, endometriosis is not a fatal disease even if left untreated, hence the demand for better safety and side effect profiles is higher than anticancer drugs [35].
Several studies have shown that only a small percentage (0.2–3%) of silenced genes are up-regulated by DMA treatment in cancer cells [190,191] and in normal fibroblast cell lines the number of genes affected is even lower (0.4%) [192]. Similarly, HDACIs also up-regulate a small subset of genes (0.4–2%) and are quite specific in their activation and repression of distinct genes [191,193]. While the percentage of affected genes is generally small, it is still possible that these affected genes may be important enough in causing unacceptable side effects, even though such data are lacking as of now. In addition, it has been shown that the withdrawal of methyltransferase inhibitors (such as DMAs) is followed by a rapid return of methylation [194], suggesting that achieving long-lasting epigenetic reprogramming may require continued drug treatment.

Even with these concerns, it should be noted that two DMAs, 5-azacitidine and 5-aza-2′-deoxycytidine (decitabine), appear to be well-tolerated, and no significant demethylation of repetitive elements or any indication of secondary malignancies was found [195]. In fact, chromosomal abnormalities were even found to be reversed in 31% of patients with myelodysplastic syndrome (MDS) who took decitabine [196]. Therefore, the two drugs have now been approved in the US for treating MDS and the only agents known to improve the natural history of MDS [197].

There is also a concern that VPA use may increase the risk of polycystic ovarian syndrome (PCOS) [198]. Yet from the very same study based on which the concern was raised, the authors actually stated explicitly that “[n]one of the tested AEDs influenced 3βHSDII or P450c17 activities at concentrations normally used in AED therapy” [199] (AEDs stands for antiepileptic drugs, including VPA; author’s italics). As Paracelsus, considered to be the father of modern toxicology, said, Sola dosis facit venenum (only dose makes the poison). Hence the extrapolation of the observation under the high dosage to the situation of low dosage should be made with extreme caution.

Just as the dose, the duration of medication, perhaps to a lesser degree, can also make a difference. The two studies based on which the concern was raised actually examined women taking VPA for a period of time much longer than 3 months as we used. The women in one study [200] had taken VPA for ≥2 years while in the other [201] the average duration of taking VPA was 28 months. Even if VPA is proved to have an unfavorable risk to benefit ratio, it is still premature to throw the baby out with the bathwater, since VPA is just one of many HDACIs and some novel HDACIs may still hold the promise of being more efficacious while having less side effects.

Besides dose and treatment duration, one promising way to improve drug safety and to minimize side effects is to use the local route for administration, namely the drug-containing intrauterine system (IUS). There is an indication that levonorgestrel-releasing IUS (LNG-IUS) appears to be efficacious in treating endometriosis, adenomyosis, and their associated pain [102], but little work has been done in this area.

Regardless, the long-term safety of HDACIs and/or DMAs, when used to treat endometriosis, should be carefully evaluated even when they prove to be efficacious. Fortunately, such data may come from cancer clinical trials.

One final point is that many natural products contain weak HDACI activities. In particular, royal jelly, the material responsible for the making of honey bee queens, has weak HDACI activities [203], and may be responsible for the epigenetic changes leading to strikingly different phenotypes in the queen as compared with her workers who both share identical genomes [204]. The divergent developmental pathways of the queen and workers are associated with changes in subtle gene expression patterns in a particular group of genes encoding conserved physiometabolic proteins [204,205]. Thus, reduced methylation, or the change of epigenome, in young larvae can mimic the effects of royal jelly. This example demonstrates that HDACI activity, at least in weak form, does not necessarily cause detrimental health effect.
22.8 DIAGNOSTIC AND PROGNOSTIC IMPLICATIONS

Besides providing novel targets for drug therapy, epigenetic aberrations, once identified, may also provide promising prospects for diagnostic and/or prognostic purposes. One attractive approach is the identification of DNA methylation markers, which can be used for many specimens, such as menstrual blood.

Any biomarker, in order to be clinically useful, should ideally have high specificity and sensitivity. In addition, it should be easily detectable in specimens procured through a minimally invasive manner. DNA methylation biomarkers appear to fit the latter requirement quite well.

Since menstrual blood contains the same DNA (and thus methylation status) as that from endometrial cells, and since the endometrium from women with endometriosis is somewhat different from that of women without [113], menstrual blood could be a valuable, abundant, non-invasive, and convenient source for detection of methylation changes, as reported [206]. A recent preliminary study using menstrual blood provides the evidence that the frequency of ERβ hypermethylation in women with endometriosis is significantly lower than that in women without endometriosis [Shen et al. unpublished data]. This seems to echo the result by Xue et al. that ERβ is hypomethylated in endometriosis [91].

Of course, it is unclear as of now as to whether the DNA methylation markers based on menstrual blood are of any use for early diagnosis of endometriosis. It is also unclear as to whether they would be of value for the differential diagnosis of endometriosis, which could be more challenging. Much more work is warranted.

DNA methylation markers may also prove to be useful for prognostic purposes. The preliminary results in our lab seem to suggest that PR-B promoter hypermethylation found in tissue samples harvested at the time of surgery may be a biomarker for recurrence [Shen et al. unpublished data], which is consistent with the published findings [86,207]. In any case, very little has been published in this area, even though it is an area that is likely to be clinically most useful and could bring tangible results to better patient care. The identification of patients with high risk of recurrence should accord for further intervention. On the other hand, patients with low risk of recurrence may be advised not to take any medication, which often have side effects.

22.9 CONCLUSIONS AND FUTURE RESEARCH DIRECTIONS

Growing evidence now suggests that endometriosis is an epigenetic disorder, in the sense that epigenetics plays a definite role in the pathogenesis and pathophysiology of endometriosis. This is characterized, at least in part, by aberrant methylation, dysregulated microRNA, and very recently by deregulation of some ill-behaved epigenetic “writers” and “erasors” in eutopic as well as ectopic endometrium. Quite extensive data also have shown that HDACIs have many desirable effects and, as such, have great potential as a therapeutic for endometriosis. In addition, DNA methylation-based as well as miRNA-based biomarkers may hold potential in the diagnosis of endometriosis and predicting recurrence risks after surgery.

Despite these advances, however, our current knowledge on the epigenetics of endometriosis, and its pathophysiological significance is still in its infancy. This can be seen from the vast gap between a myriad of enzymes/proteins involved in DNA methylation and histone modifications and just a handful of them that just have been evaluated in endometriosis. Indeed, so far we have merely scratched the surface of the epigenetics of endometriosis.

While a complete understanding of the epigenetics of endometriosis holds keys to a full knowledge of how genes are dysregulated and coordinated in the genesis and development of endometriosis and the manifest of variable symptoms, such an enormous task is quite challenging, and somewhat daunting. This is because, first of all, epigenetics itself is evolving and rapidly developing field. Many issues, such as the existence of DNA demethylase(s) or not, are
still unresolved. In addition, while aberrant DNA methylation in endometriosis has begun to be investigated, few histone modifications have, if any, been investigated in endometriosis. There are 17 HDACs, over 50 HMTs [208], and possibly a similar number of HDMs, yet few of them have been evaluated in endometriosis. Besides DNMTs, methyl-CpG binding proteins, HDACs, HATs, HMT, HDMs, and microRNAs, there are E3 ubiquitin ligases, kinases, small ubiquitin-related modifier (SUMO)-conjugated enzymes, and ADP-ribosyl transferases (ADPRTs) and other enzymes that may also play important roles in endometriosis epigenetics. Even for histone methylation, there is an added layer of complexity of having three forms of lysine methylation and two forms of arginine methylation. These complexities are further compounded by nearly an astronomical number of combinatorial assortment of various histone modifications, by crosstalks between and among different DNA and histone modifications, and by possible temporal and spatial dynamics of these modifications. Moreover, the epigenetic aberrations may exist not only in endometriotic cells, but also in other types of cells, such as endothelial cells and macrophages, that are within or surround the endometriotic lesions which are also intimately involved in the pathogenesis of endometriosis. As of the time of writing, no work in this area has been published.

Regardless, it is now clear that chromatin, once considered just a structural scaffold allowing the packaging of DNA, is actually a dynamic and key regulatory element of gene expression and actively participates in several cellular processes such as mitosis and differentiation [209]. The epigenetics of endometriosis is a rapidly growing field, and may likely transform our understanding of the pathogenesis and pathophysiology of endometriosis, opening new avenues for diagnosis, treatment, and prognostic prediction. So far we have only scratched its surface. With more research, we may come closer to the full understanding of the etiopathogenesis of endometriosis and will be in a better position to treat or perhaps prevent this unrelentingly painful and dreadful disease that is endometriosis.
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23.1 INTRODUCTION

Epigenetics refers to the information stored after somatic cell division that is not contained within the DNA base sequence. Recent findings have shown that epigenetic changes — selective abnormalities in gene function that are not due to DNA base sequence abnormalities — play a significant role in carcinogenesis in various organs [1,2]. In particular, the relationship between cancer and aberrant hypermethylation of specific genome regions has attracted attention. A completely new model for the mechanism of carcinogenesis has been proposed in which hypermethylation of unmethylated CpG islands in the promoter regions of cancer-related genes in normal cells silences these genes and leads to the cell becoming cancerous (Figure 23.1). Both genetic and epigenetic changes are intricately involved in the process through which cells become cancerous, and hypermethylation of cancer-related genes such as p16, APC, and hMLH1 has been associated with several types of cancer [3,4]. The main difference between epigenetic abnormalities and genetic abnormalities, such as gene mutations, is that epigenetic changes are reversible and do not involve changes in base sequence, which suggests that gene re-expression is possible and that epigenetic data may lead to important molecular targets for treatment. Attempts have begun to detect aberrant DNA methylation of cancer cells present in minute quantities in biological samples and to apply the results to cancer diagnosis, prediction of the risk of carcinogenesis, and definition of the properties of a particular cancer [5].

In Japan, the number of women with endometrial cancer and the prevalence and mortality rate of this cancer continue to increase due to westernization of lifestyles and environmental
changes. Endometrial cancer is positively associated with higher BMI and obesity at age 20 and weight gain during adulthood among Japanese women [6,7]. Endometrial cancer currently accounts for approximately 40% of all cancers of the uterus and an increase in the total number of patients and the number of young women with this condition has been forecast. Elucidation of the pathogenesis and establishment of effective treatment for endometrial cancer are significant challenges in gynecological oncology, but many aspects of the carcinogenic mechanism are still poorly understood. The conventional explanation of the mechanism involving genetic changes — mutations of cancer-related genes — is inadequate and epigenetic changes in endometrial cancer are now being examined. In particular, aberrant DNA methylation is thought to play a key role in endometrial carcinogenesis. Breakdown of the DNA mismatch repair mechanism plays a particularly important role in the development of type I endometrial cancer, and inhibition of $hMLH1$ expression due to DNA methylation may contribute significantly to this mechanism. Therefore, an understanding of the epigenetics of DNA methylation may shed light on the mechanism of carcinogenesis and improve diagnosis, risk evaluation, treatment, and prevention of endometrial cancer.

23.2 EPIGENETIC DNA HYPERMETHYLATION IN CANCER CELLS

Mechanisms involved in epigenetic regulation of gene expression involve DNA methylation, histone modification, and polycomb-group proteins [8]. DNA methylation patterns are faithfully stored after cell division and DNA methylation is one of the most common and best-studied epigenetic modifications in mammals. Genomic DNA methylation in vertebrates occurs at the cytosine in CpG sites; that is, where a cytosine is directly followed by a guanine in the DNA sequence. Transfer of the methyl group from S-adenosyl-L-methionine is catalyzed by DNA methyltransferase enzymes in two distinct processes referred to as maintenance methylation and de novo methylation. Maintenance methylation takes place after DNA replication, which produces hemimethylated DNA in which only one of the strands is methylated. CpG sites on the daughter strand are then methylated in exactly the same way as the parent strand. In maintenance methylation, the methylation pattern of the parent strand is copied onto the daughter strand produced by DNA replication during cell division, thus allowing maintenance of the pattern. De novo methylation involves methylation of a completely unmethylated CpG, allowing new methylation in the course of the generation or differentiation of cells, aging, or neoplastic transformation. The known DNA methyltransferases Dnmt1, Dnmt2, Dnmt3a,
Dnmt3b, and Dnmt3L are classified according to whether they catalyze maintenance or de novo methylation. Dnmt1 maintains attachment of methyl groups to hemimethylated DNA during replication, whereas Dnmt3a and Dnmt3b can catalyze de novo methylation of DNA. DNA methylation in a region with a dense concentration of CpG sites (CpG islands) upstream from the transcription initiation site has a critical effect on gene expression [9]. It has also been shown that a region of unmethylated DNA tends not to form nucleosomes, allowing transcription to occur, whereas methylated DNA induces nucleosome formation that renders transcription impossible [10,11].

Tumor suppressor genes such as CDKN2A, CDH1 (E-cadherin), and hMLH1 are silenced as a result of aberrant DNA methylation of CpG islands in their promoter regions. Aberrant DNA methylation may play a significant role in carcinogenesis, as for gene mutations [12]. Decreased DNA methylation (hypomethylation) is an early event in carcinogenesis, and one of the first epigenetic alterations [13]. It is associated with early-stage genetic instability and up-regulation of gene expression [14].

### 23.3 ABERRANT DNA METHYLATION IN ENDOMETRIAL CANCER

Endometrial cancer is classified into types I and II according to clinicopathological characteristics. Type I endometrial cancer mainly occurs in pre- or perimenopausal women; is estrogen-dependent and positive for both estrogen and progesterone receptors; and develops from endometrial hyperplasia. Pathologically, type I endometrial cancer is a well-differentiated endometrioid adenocarcinoma with a low incidence of lymph node metastasis and myometrial invasion. The prognosis is usually comparatively favorable. Type II endometrial cancer mainly occurs in postmenopausal women; is estrogen-independent; and is thought to develop from a normal endometrium directly or from unspecified precancerous lesions, but not from endometrial hyperplasia. Histologically, it is an unusual type with poorly differentiated endometrioid adenocarcinoma or serous adenocarcinoma, and the prognosis is usually poor. Different molecular mechanisms are thought to be involved in the development of the two types of endometrial cancer. An epigenetic mechanism has been proposed for development of type I endometrial cancer.

Aberrant DNA methylation is common in type I but not type II endometrial cancer [15]. This difference in the methylation levels between types I and II cancers could be explained by the increased expression levels in DNA methyltransferase1 (DNMT1) and DNMT3B in type I endometrial cancer in contrast to the reduced DNMT1 and DNMT3B expression levels in type II endometrial cancer [16].

In type I endometrial cancer, DNA mismatch repair (MMR) deficiency is a typical genetic defect. The DNA mismatch repair system corrects errors in bases that arise when genes are replicated during cell division and silencing of DNA mismatch repair genes reduces the ability to repair gene mutations. This results in an accumulation of cancer-related gene mutations, leading to carcinogenesis. The MMR gene hMLH1 is a typical gene that is silenced by promoter DNA methylation. In endometrial cancer, hMLH1 silencing is found in approximately 40% of cases and is an important step in the early stages of carcinogenesis, with the loss of DNA mismatch repair function proposed to lead to mutation of genes such as PTEN [17,18].

Microsatellite instability (MSI) occurs when the mismatch repair system is damaged. Microsatellites are DNA sequences of repeating units of between one and five base-pairs. Abnormalities in the mismatch repair system may cause replication errors in the repeating unit, leading to changes in length that are referred to as microsatellite instability. MSI is observed in certain types of cancer, including approximately 20—30% of cases of endometrial cancer [19]. These results suggest that MMR gene abnormalities occur frequently in endometrial cancer.
In patients with endometrial cancer, aberrant DNA hypermethylation was found in the promoter CpG islands of *hMLH1*, *APC*, *E-cadherin*, and *CHFR*. The frequencies of aberrant hypermethylation were 40.4% in *hMLH1*, 22.0% in *APC*, 14.0% in *E-cadherin*, and 13.3% in *CHFR*, respectively. A significant decrease in protein expression was found in patients with aberrant methylation of *hMLH1* (*p* < 0.01) and *E-cadherin* (*p* < 0.05), and aberrant methylation of *hMLH1* was also found in 14.3% of patients with atypical endometrial hyperplasia. However, no aberrant methylation of the four cancer-related genes was found in patients with a normal endometrium. These results indicate that aberrant methylation of specific genes associated with carcinogenesis in endometrial cancer does not occur in a normal endometrium, with aberrant methylation of the *hMLH1* gene being most frequent [17]. The aberrant methylation of *hMLH1* in atypical endometrial hyperplasia, which is found in the first stage of endometrial cancer, supports the hypothesis that *hMLH1* aberrant methylation is an important event in carcinogenesis in endometrial cancer [17] (Figure 23.2).

### 23.4 METHYLATION OF microRNA IN ENDOMETRIAL CANCER

MicroRNAs (miRNAs) are small non-coding RNAs of approximately 22 base-pairs that regulate the expression of genes by targeting mRNA with complementarity with the miRNA base sequence. Regulation of gene expression by miRNAs is important in cellular development and differentiation, and recent studies suggest a relationship between human diseases and the breakdown of gene silencing mechanisms induced by miRNA abnormalities. In particular, abnormal miRNA expression has been detected in various cancers and the target genes have been identified.

The first evidence of a correlation between miRNAs and cancer was reported by Calin et al., who observed knockdown or knockout of *miR-15a* and *miR-16-1* in approximately 69% of CLL patients [20]. It is now known that many miRNAs have actions that make them equivalent to oncogenes or tumor-suppressor genes in cancer development and progression.

MiRNA expression can be regulated by several mechanisms, chromosomal abnormalities, mutations, polymorphisms (SNPs) [21,22]. In addition, also epigenetic mechanisms, such as promoter methylation or histone acetylation, can modulate miRNA expression, and an aberrant regulation at this level is found in different diseases, including cancer. Several
evidences have indeed proved that an altered methylation status can be responsible for the deregulated expression of miRNAs in cancer. In endometrial cancer, Huang et al. reported that SOX4 oncogene was overexpressed, and miRNA, miR-129-2, was validated to be an upstream regulator of SOX4. The hypermethylation of the miR-129-2 CpG island, which was observed in endometrial cancer cell lines and primary tumors, silences miR-129-2 and depresses its oncogenic target, SOX4 [23]. Tsuruta et al. found miR-152 was a tumor-suppressor miRNA gene in endometrial cancer, and miR-152 was silenced by DNA hypermethylation. They also identified E2F3, MET, and Rictor as candidate targets of miR-152 [24]. MiRNAs themselves can regulate the expression of components of the epigenetic machinery, creating a highly controlled feedback mechanism.

An aberrant expression of these miRNAs, called “epi-miRNAs”, has been often related to development or progression of human cancer. The first evidence of the existence of epi-miRNAs was reported in lung cancer, where miR-29 family has been shown to directly target the de novo DNA methyltransferases DNMT-3A and -3B, and more recently the maintenance DNA methyltransferase DNMT [25].

### 23.5 APPLICATION OF ABERRANT DNA HYPERMETHYLATION TO DIAGNOSTICS

Aberrant DNA methylation can be analyzed using the polymerase chain reaction (PCR), which shows a high degree of sensitivity for minute quantities of DNA in biological samples. However, it is important to ensure that the DNA hypermethylation is specific to cancer cells, since aberrant DNA hypermethylation can also occur in non-cancerous cells. Specific aberrant DNA hypermethylation may be applicable to cancer diagnosis, but use of this method for cancer screening requires detection of cancer-cell genes with aberrant hypermethylation in clinical samples that also contain normal cells. Methylation-specific PCR (MSP), which combines bisulfite sequencing and PCR, can detect aberrant hypermethylation with a high degree of sensitivity using small quantities of DNA. In bisulfite sequencing, cytosine is converted to uracil, but methylated cytosine is not converted. The PCR is thus set up with primers for sequences containing cytosine or uracil and amplification is performed to detect aberrant hypermethylation (Figure 23.3). In several types of cancer, this procedure can be used with various biological samples including sputum, plasma, and urine. In endometrial cancer, MSP has been used with endometrial cell samples to detect aberrant methylation of cancer-associated genes [17].

The methylation status of common tumor-suppressor genes could be useful to distinguish between histological subtypes of endometrial cancer. Seeber et al. compared methylation
status of a set of common tumor-suppressor genes, previously studied by Joensuu et al. [26], in endometrioid endometrial carcinoma and uterine serous carcinoma. Promoter methylation of CDH13 (Cadherin 13, H-cadherin) and MLH1 was more frequently present in endometrioid carcinoma, while CDKN2B and TP73 were more frequently methylated in serous carcinoma. Almost 90% of endometrioid carcinoma and 70% of serous carcinoma could be predicted by CDH13 and TP73 [15].

Aberrant DNA hypermethylation has been reported to affect several genes in endometrial cancer, in addition to hMLH1. Such genes include CASP8 (27), an apoptosis-related gene; TGF-βRII (28), a TGF-β receptor with a tumor-suppressor effect; p73 (27), a tumor-suppressor gene; HOXAI (29), which is important in uterine development; and COMT (30), which codes for the catechol-O-methyltransferase that metabolizes catechol, an estrogen metabolite that plays a role in carcinogenesis. Methylation of each of these genes results in a loss of protein expression that promotes cancer, and the degree of methylation of the genes differs significantly between normal tissues and endometrial cancer tissues [31].

Aberrant DNA methylation of some tumor-suppressor genes was evident before endometrial carcinoma diagnosis in women with the DNA mismatch repair gene mutation. That means the timing and molecular alterations of the critical events in endometrial carcinogenesis may be useful to identify DNA methylation profile for early detection of endometrial cancer [32].

The properties of cancer cells can be significantly affected by aberrant DNA hypermethylation. For example, in colorectal cancer, methylation of CHFR is observed in 40% of cases and is closely related to sensitivity to the microtubule inhibitor docetaxel [33]. Other examples of similar effects include the relationship between aberrant hypermethylation of the DNA repair enzyme MGMT and alkylating agent sensitivity [34], the link between simultaneous hypermethylation of CDKN2A and FHIT and recurrence of lung cancer [35], and the link between methylation of ER-α and prognosis during treatment with tamoxifen [36]. This last example indicates that detection of aberrant hypermethylation can be used for prognostic evaluation. Aberrant DNA hypermethylation is sometimes seen in the elderly and in non-cancerous regions in cancer patients [37–39]. In particular, it has been shown that exposure to H. pylori, a carcinogenic factor for gastric cancer, induces aberrant DNA hypermethylation and that the degree of aberration is correlated with carcinogenic risk. This leads to the concept of an “epigenetic field for cancerization”, with similar results reported for colorectal and breast cancer [39]. Accumulation of aberrant methylation in normal tissue may trigger carcinogenesis and such information may be useful to evaluate carcinogenic risk.

To analyze DNA methylation patterns on a genome-wide scale, several techniques have been developed. Immunoprecipitation approach by an antibody against 5-methylcytosine combined with DNA microarrays was developed [40]. As a similar method, the MIRA (methylated-CpG island recovery assay) microarray approach was devised. It makes use of the high affinity of the MBD (methyl-CpG binding proteins) complex for methylated DNA [41]. One of quantitative approaches currently used as standard methods employs base-specific cleavage and MALDI-TOF MS (matrix-assisted laser desorption ionization time-of-flight mass spectrometry) analysis [42,43].

### 23.6 APPLICATION OF ABERRANT DNA HYPERMETHYLATION TO TREATMENT

Unlike irreversible genetic changes, epigenetic patterns observed in cancer can be partly or fully reversed pharmacologically. Indeed, this is the main reason for development of anticancer drugs for epigenetic modification. Treatment of cancer using demethylating agents to restore expression of cancer-suppressor genes silenced through methylation has been attempted for some time and use of methylation inhibitors to treat cancer has a long history. Development of an antileukemic agent based on this principle was performed in the 1960s, but the drug could
not be used clinically due to toxicity problems at high concentrations. More recent reports have shown antitumor effects at lower drug concentrations with a lower incidence of adverse drug reactions and concomitant use with other chemotherapeutic agents may further improve efficacy. Lubbert et al. reported a response rate of 60% in patients with myelodysplastic syndrome (MDS) following administration of the methylation inhibitor 5-aza-2'-deoxycytidine (5-aza-dC) [44], with induction of expression of p15INK4A following demethylation in patients who were responsive to 5-aza-dC. A group from MD Anderson Cancer Center reported that repeated administration of low-concentration 5-aza-dC produced a response rate of approximately 60% in patients with acute myeloid leukemia [45]. However, the disadvantage of this methylation inhibitor is that it is not sequence-specific, which may lead to adverse effects through demethylation of physiologically important genes and reactivation of cancer genes silenced by methylation. Therefore, development of sequence-specific demethylating agents based on binding sequence of transcription factors is a current area of research.

Epigenetic abnormalities have also been examined as markers of anticancer drug sensitivity. Esteller et al. discovered that the DNA repair enzyme MGMT gene is silenced by methylation and showed that tumor cell lines in which MGMT is methylated are highly responsive to alkylating agents, with a greater antitumor effect of BNCU observed in patients in whom MGMT methylation was detected in the tumor compared to those with no MGMT methylation [46]. Sato et al. reported that aberrant hypermethylation of CHFR, a mitotic checkpoint gene, is strongly correlated with responsiveness to taxanes, which are microtubule inhibitors [47] (Figure 23.4). These findings suggest that it may be possible to select a treatment based on methylation as an indicator of the biological characteristics of tumor cells. CHFR methylation may be a particularly sensitive marker in endometrial cancer and analysis of this gene may play an important role in treatment of this type of cancer. CHFR is an M-phase checkpoint gene with folk-head associated (FHA) and ring finger domains that was first identified as a yeast DMA 1 gene homolog [48]. If the cell is subjected to mitotic stress in the M-phase, CHFR delays progression from the start of prophase to the later part of prophase in mitosis. CHFR is an ubiquitin ligase that includes Aurora-A and PLK1 among its substrates, and degradation of these proteins is thought to stop the cell cycle following CHFR activation by microtubular stress [49,50]. The FHA domain of CHFR is involved in binding of phosphorylated proteins and is important in the checkpoint function, but further studies are required to identify molecules that interact with CHFR.

CHFR methylation is thought to occur frequently in cancer [33,47] and is related to the mitotic index as follows. In normally functioning cells with no CHFR methylation, cell-cycle arrest occurs during the G2/M phase following administration of docetaxel and the mitotic index is low. Conversely, in cells in which CHFR hypermethylation has reduced expression of the gene,
the mitotic index is high following administration of docetaxel. These results show that the expression level of CHFR is negatively correlated with the mitotic index [33]. In cells in which the CHFR checkpoint does not function, translocation of cyclin B1 to the nucleus during mitotic stress cannot be prevented. Treatment of cells with CHFR hypermethylation with the methylation inhibitor 5-aza-dC restores the checkpoint function and decreases the mitotic index. CHFR methylation and microtubule inhibitor sensitivity are useful molecular markers in gastric and cervical cancer, as well as in endometrial cancer, and methylation may be a useful predictor of anticancer drug responsiveness [51–53].

23.7 FUTURE DIRECTIONS AND CONCLUSION

Progress made in epigenetics in recent years has suggested that aberrant DNA hypermethylation plays a role in carcinogenesis in several types of cancer. Various genes are silenced as a result of aberrant hypermethylation, including cell cycle regulatory genes, apoptosis-related genes, and DNA repair enzymes.

Epigenetic research in endometrial cancer suggests that damage to the mismatch repair system plays a significant role in development of type I endometrial cancer and that hMLH1 hypermethylation is important in this mechanism. Such research has potential for prevention, diagnosis, risk assessment, and treatment of endometrial cancer. Cancer-specific DNA methylation may be useful for diagnosis using methods such as MSP for detection of such abnormalities. Aberrant DNA hypermethylation can be detected with a high level of sensitivity and cancer cells can be detected in minute quantities of endometrial samples. Treatment with methylation inhibitors such as 5-aza-dC may also be effective, since a low concentration of this drug has an antitumor effect with a reduced incidence of adverse drug reactions, and concomitant use with other chemotherapy drugs may show even greater efficacy. Attempts are also being made to use epigenetic abnormalities as indicators of anticancer drug sensitivity, which may allow selection of the most appropriate treatment based on the biological characteristics of tumor cells. Aberrant CHFR hypermethylation is strongly correlated with sensitivity to microtubule inhibitors and these findings may be applicable in treatment of endometrial cancer. The main objective of epigenetics in oncology research is to identify aberrant gene hypermethylation associated with carcinogenesis. These findings may lead to new methods of diagnosis and treatment based on control of methylation, including new approaches to treatment of endometrial cancer.
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24.1 INTRODUCTION
Recent analysis of the mechanisms by which chromatin remodeling regulates embryonic and adult stem cell pluripotency/multipotency and differentiation have provided important insights into our understanding of human and mouse developmental biology. There is now a growing body of information, which shows the crucial key role of epigenetic changes and chromatin organization in the activation or repression of genes during embryogenesis and in maintaining pluripotency in stem cells. Epigenetic changes include histone acetylation, methylation and phosphorylation, and DNA methylation/demethylation. Higher-order chromatin architecture integrity is also crucial for proper gene activity in stem cells. Pluripotent stem cells, including embryonic stem cells (ESCs) and primordial germ cells, have the potential to differentiate into any cell type in an organism, whereas multipotent or unipotent stem cells have limited differentiation capacity, giving rise to defined progenies. Normally, progression from a stem state to a more differentiated cell lineage needs distinguished changes in cell function, gene expression patterns, and morphology. Recent evidence reveals the role of epigenetic modifications during a stem cell’s maintenance of self-renewal, as well as during differentiation. Alterations in the epigenetic status of cells are associated with different types of human cancer and congenital disease. Induced pluripotent stem cells (iPSCs) have recently been developed by reprogramming of mouse and human dermal fibroblasts following the transduction of defined transcription factors using retroviral vectors. The reprogramming of somatic cells through this technology is a valuable tool to identify the mechanisms of pluripotency. It also provides the potential of modeling human degenerative disorders and producing patient-specific pluripotent stem cells. In this chapter, the fundamental impact of
chromatin dynamics in stem cells, as well as the critical role of epigenetic changes in the generation of human diseases, will be discussed. Furthermore, the relationship between stem cell epigenetics and human diseases such as cancer and the application of iPSCs in modeling human epigenetic disorders will be discussed.

24.2 EPIGENETICS

The functional properties of a specific cell are not only dependent on DNA sequence, but also on the combination of active and silent genes in a particular time during development. Although all of the cells in the body have the same identical DNA sequence, every cell has its own exclusive phenotype and gene expression pattern, which shows that the DNA is more complex and dynamic than has previously been known. There are other important mechanisms of gene regulation that rely mostly on the cell’s epigenetic status, which controls the timing and degree of gene expression in a particular time. In eukaryotes, genomic DNA is organized into DNA/protein complexes known as chromatin. The central unit of chromatin is the nucleosome, which is comprised of a family of small, basic proteins called histones. The nucleosome consists of two copies of each histone protein termed H2A, H2B, H3, and H4 with a ~ 146 base-pair of DNA wound around its surface [1]. These bead-like core proteins are often associated with a 15–55-bp sequence of linker DNA and a fifth histone, H1, which is believed to be responsible for organizing higher-order structure between the beads.

Epigenetics is a term initially used by Waddington in 1942 describing the relationship between genotype and phenotype through different gene interactions [2]. The term epigenetic is used today to describe transcriptional memory without affecting DNA sequence and is mediated mostly by variation in DNA methylation and chromatin structure. For example, a chromatin change in the brain, influencing gene expression, can be “epigenetic” if it lasts regardless of cell division.

Specific residues in the N-terminal ends of histones, which protrude from the nucleosome surface, are susceptible to numerous reversible post-translational modifications including methylation, acetylation, and phosphorylation [3]. These alterations are obtained via various chromatin-modifying enzyme complexes with different antagonized functions, which are accountable for the dynamic performance of chromatin. The “histone code” theory is assigned to the two different states of chromatin acquired by these modifying complexes [4]. Generally, regions of transcriptional activity are distinguished by lysine acetylation alleviated by histone acetyltranferases (HATs). Alternatively, histone deacetylases (HDACs), which mediate lysine deacetylation, are related with regions of transcriptional quiescence.

Higher-order chromatin organization is distinguished by highly packed heterochromatin and relatively broadened euchromatin regions within the genome [5]. It has long been assumed that heterochromatin is transcriptionally inert compared to euchromatin. However, many recent studies have questioned this model of transcriptionally silent heterochromatin. Some studies have shown that transcription of heterochromatin is dispensable for its own repression [6]. Furthermore, a few protein-coding genes in heterochromatic domain [7,8] as well as RNAs expressed in telomeric and pericentric regions have been also reported in different species [9,10]. The crucial role of epigenetics in the regulation of stem cells and the etiology of human disorders is increasingly acknowledged and will be discussed in detail in the following sections.

24.3 STEM CELL EPIGENETICS

The important characteristics of stem cells (SCs), including self-renewal, maintenance of pluripotency and potency — the capacity to differentiate along specialized cell lineages — require the presence of specific molecular mechanisms during early development. The mechanism by which SCs select between self-renewal and differentiation seems to not only rely on specific molecular cues, but also more importantly on prominent modifications in
their chromatin state. Progression from the pluripotent state to a differentiated phenotype is typically highlighted by distinguished changes in cellular function, which are predetermined by global gene expression patterns during early development. Recent understanding of the mechanisms by which chromatin remodeling controls stem cell pluripotency and differentiation have had significant influence on our knowledge about developmental biology. There is currently a growing body of evidence, which reveals the decisive role of epigenetic variations and chromatin reshaping in the repression or activation of genes during early development and also maintaining the identity and self-renewal of stem cells (Figure 24.1).

The regulatory mechanisms that regulate stem cell self-renewal are yet to be understood; however, the important function of transcription factors like Oct4, Sox2, and Nanog has been elucidated. Several recent lines of evidence underscore that stem cell differentiation and early mammalian development largely depend on the elasticity of epigenetic alterations [11]. The mechanism of gene regulation during early development does not only rely upon the interactions among different transcription factors and signaling pathways, but also on epigenetic modifications, such as the ATP-dependent chromatin remodeling [12], covalent alterations of histones [13], exchange of histones and histone variant [14], DNA methylation at CpG islands [15], RNA-mediated gene regulation including RNAi pathways and non-protein-coding RNAs (ncRNA) [16,17]. All of these have been found to play critical roles in maintenance of stem cell pluripotency/multipotency, blocking differentiation in stem cells, and controlling the inherited characteristics of cellular memories during early development.

One of the significant determining factors of gene expression in stem cells is DNA and histone methylation. DNA methylation occurs mostly at the 5′ end of the cytosine nucleotide of CpGs dinucleotide islands. However, non-CpG methylation like in CpT and CpA motifs can also take place in ESCs mediated by methytransferase 3a [18]. Particularly, unmethylated clusters of CpG islands are located at the promoters of tissue-specific and housekeeping genes, which are required to be expressed for maintenance purposes. These unmodified CpG pairs recruit other transcription factors to start transcription. Conversely, methylated CpGs are normally located at the promoters of silent genes. Although DNA methylation at promoter regions conversely associates with gene activity, this inverse relationship is reliant upon the amount of CpG motifs within a specific promoter. Additionally, there is no apparent relationship between gene expression and methylation in promoters without distinct CpG content [19]. Methylated CpG islands are detected within promoters of definite tissue-specific genes [20], but they are absent in other regions of the genome.

DNA methylation patterns are directed and conserved by the DNA methyltransferase (DNMT) family of proteins, whereas the effects of DNA methylation are mediated by methyl-CpG-binding domain (MBD) families, which distinguish DNA sequences with high CpG content [21]. There are three main functional DNA methyltransferases in mammals including Dnmt1, Dnmt3a, Dnmt3b, and Dnmt3L. Dnmt1 is ubiquitously expressed in dividing somatic cells throughout mammalian development. Dnmt1 was the first DNA methyltransferase enzyme to be cloned [22] and shows a preference toward hemimethylated DNA over unmethylated DNA strands [23]. Dnmt3a and Dnmt3b are recognized as de novo methyltransferases and have the responsibility of establishing methylation pattern during mammalian early development and in germ cells. Both of the enzymes are highly expressed in ESCs and down-regulated upon differentiation. Dnmt3L is enzymatically inactive and has some regulatory functions in germ cells. It has been shown that the DNA methylation pattern in differentiated cells is persistent and can be inherited [24]. Cells achieve this pattern progressively as they move towards their ultimate specific cell lineage during development. As the zygote divides, methylation of paternal and maternal alleles are removed through down-regulation of Dnmt1 gene expression within the nucleus [25]. This phenomenon is followed by reacquisition of a new DNA methylation pattern during embryogenesis and germ layer formation. The epigenomic status of ESCs inside the blastocyst’s inner cell mass is restored during this period, to re-establish pluripotency.
FIGURE 24.1
The pluripotency of ES cells and their differentiation rely largely on transcription factor circuitry and chromatin modifications. In this model, there is a multidirectional interaction between transcription factors and the epigenetic signature of the cell. Within this scenario, the extracellular matrix (ECM) of ES cells play an important role by providing necessary environmental signals. This figure is reproduced in the color plate section. Source: Adapted from [132]
The role of various DNMTs in mouse ESCs has been explained using homozygous mutants. Dnmt1\(^{-/-}\) ESCs can multiply when cultured as undifferentiated cells, suggesting that the hypomethylated state can preserve self-renewal. The induction of apoptosis in these ESCs upon differentiation is highly correlated to their inability to suppress pluripotency factors like Oct4 and Nanog by DNA methylation [26]. Recent advances suggest that the CpG motif within the Oct4 promoter is hypomethylated in pluripotent ESCs yet is highly methylated in different kinds of somatic cells. In a study on a neuronally committed human teratocarcinoma cell line (NT2), down-regulation of Oct4 and Nanog expression during differentiation is correlated to methylation of 5'-flanking regions of both these genes [27]. ESCs have the potential capability to impose their pluripotent epigenetic status to differentiated cells upon fusion. For instance, when terminally differentiated cells are fused with ESCs, resulting heterokaryons acquire the pluripotent state [28]. It has been believed that this capacity is largely restricted to early embryonic cells including ESCs and that lineage-restricted cells loose this capacity to revert the epigenetic status of other nuclei.

Global chromatin dynamism is also of interest in ESCs, as recent studies stress its fundamental role in the preservation of pluripotency and regulation of gene expression [29]. Several studies point out that ESCs are delineated by less-condensed chromatin and higher transcription activity compared to differentiated cells. During the advancement of stem cell differentiation, active chromatin is substituted with a repressed and inactive state [30]. For example, ESCs accumulate highly compacted heterochromatin in the pericentric domain of some chromosomes during differentiation, which is not detected in the pluripotent state [31,32]. Likewise, the number, size, and distribution of highly compact heterochromatin foci are changed during ESC neural differentiation [33,34].

Epigenetic mechanisms have profound effects on mammalian stem cell regulation and their dysfunction can give rise to several human diseases such as neurodegenerative disorders and cancer. Nevertheless, the extents to which these modifications can determine stem cell fate are still mainly unrecognized and many questions have to be answered.

### 24.4 Histone Variants and Exchange of Histones

Several other replacement variants for H2A (H2A.X, H2A.Z, H2A-Bbd, MacroH2A) and H3 (H3.2, H3.3, CenpA) have been identified in addition to the four conserved histone proteins (H2A, H2B, H3, and H4). Unlike core proteins, these histone variants are transcribed from a polyA mRNA and their assembly into chromatin is controlled separately from DNA replication. The vast majority of the histone variants are found at specific chromatin conformations and at defined developmental stages. For example, MacroH2A is found at the inactive X-chromosome [35] and acts like a suppressor variant [36], whereas H2A.Z chaperons euchromatin from the ectopic distribution of inactive heterochromatin by mediating stabilization of the nucleosome [37]. Conversely, Histone H2A-Bbd has the opposite effect of destabilizing the nucleosome components.

The role of histone variants in the regulation of ESC differentiation has been documented in several studies. For instance, H2A.Z is highly expressed in human embryonic carcinoma cell lines, but its expression is diminished upon differentiation [38]. Tip60-p400, a chromatin remodeling protein, behaves as a transcriptional enhancer by including the H2A.Z to target promoters in ESCs [39]. It can be hypothesized that H2A.Z helps maintain ESC’s open chromatin state, which is indispensable for pluripotency. It is important to verify the hypothesis by understanding how different histone variants like H2A.Z target specific genes in ESCs and how they may correlate to the suppression or expression of particular genes during ESCs self-renewal and differentiation.

To better understand how the histone variants contribute to pluripotency in ESCs, Meshorer et al. looked for the exchange rate of different chromatin proteins in mouse ESCs and their
differentiated cell progeny using fluorescent recovery after photobleaching (FRAP) [34]. They suggested that the histone structure in ESCs is highly dynamic and various histone variants interact with chromatin rapidly and transiently, ranging from a few seconds to a few minutes. These findings demonstrated that a large number of specific histone variants (25%) attach loosely to chromatin in ESC, as compared to differentiated cells.

Recently, Ng and Gurdon showed the significant role of histone H3.3 variants in cellular memory in *Xenopus* [40]. They provide evidence that the epigenetic memory of a transcriptionally active state relies upon histone H3.3 in chromatin. So, DNA methylation is not the sole mechanism involved in cellular memory. This new discovery may define how ESCs can pass their identity through their daughter cells after division, thereby maintaining self-renewal.

These findings have resulted in the hyperdynamic (“breathing”) theory of chromatin architecture in ESCs. Chromatin hyperdynamics is an exclusive characteristic of ESCs and is important in maintaining ESC self-renewal and pluripotency, as differentiated and non-pluripotent cells do not show this property [34]. This poised chromatin structure, which is partly dependent upon histone variants, gives an opportunity to ESCs to rapidly differentiate into any lineage-specific cell.

### 24.5 Chromatin Bivalency in ESCs

Recent studies propose that several types of protein complexes mediate the histone methylation in eukaryotes. Several studies in *Drosophila* have emphasized the crucial role of Polycomb (PcG) and Trithorax multiprotein complexes in regulating lineage-specific gene expression [41]. Polycomb proteins (PcG) repress gene activity by regulating trimethylation of lysine 27 at histone H3 (H3K27me3) and imparting a silent state of gene expression. PcG proteins downregulate many signaling and developmental genes by inducing methylation of H3K27. PRC1 and PRC2, as two major PcG complexes, have been found to mediate gene silencing in mammals. PRC2 mediates both H3K27me3 and H3K27me2 methylation through its Ezh2, Suz12, and EeD subunits [41,42]. PRC2 has been suggested to be responsible for gene silencing by ubiquitination of H2A at Lysine-119, which accelerate the induction of chromatin compaction [43]. Trithorax proteins have the opposite effect by acting to control gene expression through regulation of chromatin structure by catalyzing or interacting with H3K4 methylation (H3K4me3). Other members of this family can provoke ATP-dependent chromatin remodeling.

In 2006, two studies suggested that PcG protein complexes play a regulatory function in maintaining ESC pluripotency [44–46]. Mouse development and ESC self-renewal are dependent upon the expression of PcG genes, as no ESC lines can be derived from Ezh2-deficient mice [47]. It should be noted that PRC2 was found to be dispensable for ESCs pluripotency [48]. Some of the developmentally important genes in ESCs are regulated by PcG repressor complex [49,50]. Interestingly, a significant number of these sites are also occupied by Oct4, Nanog, and Sox2 [49]. This is interesting since it appears that the promoters of some of the developmental regulatory genes are controlled simultaneously by activators and repressors. This may point out that ESCs modulate their chromatin organization by an unusual and complex mechanism compared to somatic cells.

Recent studies indicate that ESCs engage an uncommon and novel mechanism for lineage-specific gene regulation. These genes are normally silent in pluripotent stem cells, but may be expressed upon differentiation. Recently, a new “histone bivalent” model (active and inactive histone modifications) has been suggested to explain the mechanism of gene expression regulation in ESCs. According to this model, some lineage-specific genes are marked with both repressive and active modifications at the same time. By applying a quantitative sequential chromatin immune-precipitation (ChIP) approach, Azuara et al. found that several important inactive developmental genes in mouse ESCs such as Pax3, Irx3, Sox1, and Nkx2.2 were
simultaneously enriched by repressive modifications (H3K27me3) and activating marks (H3K4me3 and H3K9ac3) in their promoters [44]. Their results also suggested that ESCs, which are defective in the Eed-dependent methyltransferase enzyme, expressed lineage-specific genes. They concluded that H3K27 methylation in ESCs assists to maintain pluripotency and suppress developmental gene expression.

Bernstein et al. also supported this bivalent model by demonstrating that promoter regions of lineage-control genes including POU, Pax, Sox, and Hox are distinguished by both suppressive (H3K27me3) and activating (H3K4me3) marks [45]. They found that these opposite histone modifications take place at the same chromosomal locations within the same ESC population. Most of these uncommon bivalent patterns of histone changes are erased upon ESC differentiation into neural progenitor cells. Specifically, some of the neural-specific genes continue to be expressed (H3K4me3), but lose their repressing (H3K27me) histone modifications. In contrast, inactive pluripotent genes preserved the repressor mark (H3K27me3), while losing the activator (H3K4me3) changes. These findings suggest that key developmental regulating genes exhibit a “primed or poised status” in ESCs as defined by opposite combinations of histone modifications.

Other studies revealed that this interesting histone mark can also be found at later stages in development, indicating that differentiated cells have the capacity to gain some characteristics of ESCs [51,52]. Fewer bivalent domains are observed in differentiated cells, whereas the number of these domains in ESCs is about 2000—3000 genes [53—55]. These studies pointed out that this chromatin mark might, at least in part, be responsible for the pluripotency of ESCs, since these changes down-regulate the expression of genes in ESCs due to the dominant influence of H3K27me3 over H3K4me3. Lineage-specific genes are maintained inactive by chromatin modifications, but may be poised for subsequent induction as ESCs select to differentiate to three embryonic lineages. This bivalent model supports the idea that ESC pluripotency and self-renewal is preserved by the expression of differentiation genes, which are in a dormant but poised state.

Histone demethylases may also play an important role in ESC pluripotency and epigenetics. The exact mechanism of histone demethylation in ESCs has only recently been revealed [3,56,57]. Several studies have implicated specific H3K27 trimethylation removal by two enzyme families: UTX and jumonji (JMJD) [51,58,59]. These two groups have the opposite functions in modifying gene expression within PcG complexes and are crucial in early development and differentiation. Oct4 can up-regulate Jmjd1a and Jmjd2c genes, which are responsible for H3K9me2 and H3K9me3 demethylation. While a corresponding decrease in lineage-specific gene expression occurs upon depletion of either Jmjd1a or Jmjd2c, an increase in the expression of ESC-specific genes happens. Up-regulation of other key pluripotency factors, such as Nanog, is also induced by Jmjd2a, whereas Jmjd1a affects the demethylation of activating mark H3K9me2 at the promoter region of Tc11, Zfp57, and Tcfcp211, among others [60]. Predominantly, histone demethylases play a prominent role in self-renewal and pluripotency. They are an inseparable portion of the ESC transcriptome network regulating the transcription circuitry to chromatin structure during early development, and later within tissue-specific differentiation.

### 24.6 Changing the Epigenetic Landscape During Cellular Reprogramming

In 2006, a milestone was achieved by artificially converting mouse embryonic and adult fibroblasts to induced pluripotent stem cells (iPSCs) using Oct4, Klf4, c-myc, and Sox2 transcription factors [61]. In the subsequent year and in two independent studies led by Thomson and Yamanaka, the same process reverted adult human somatic cells to ES-like cells by viral transduction of four defined pluripotency transcription factor genes [62,63]. Yamanaka’s group
used the same cocktail in mouse, while Thomson’s group replaced c-Myc and Klf4 with Nanog and Lin28. These iPSCs are morphologically very similar to that of ESCs; they express cell surface markers characteristic of ESCs, demonstrate multilineage differentiation both in vivo and in vitro and give rise to live chimeras. Since 2006, hundreds of studies have tried to derive iPSCs from different mouse and human sources using various approaches [64–71].

Although some of the molecular highlights that happen during the course of iPSCs derivation have been elucidated, the mechanism and dynamics of the process by which ectopic expression of a few transcription factors may change cell destiny remains to be largely unknown. Several lines of evidence point out to the role of epigenetic marks during iPSC generation and the concomitant overturning of cell state [72,73]. It has been suggested that cell fate can be reset through modification of lineage-specific epigenetic marks such as DNA methylation, histone methylation/acetylation, and nucleosome spacing. Experimental data propose that mouse-derived iPSCs have the ability to gain the chromatin signature of pluripotent ESCs and can transmit these epigenetic patterns to their progenies through the germline [74].

There are several important questions to be answered: what kinds of chromatin remodeling are really taking place during the immediate expression of reprogramming factors until the appearance of the first pluripotency markers such as E-Cadherin, SSEA1 (mouse), or SSEA3 (human) and how do the reprogramming factors induce the reversion of epigenetic marks? The role of each reprogramming factor has been investigated in more detail since the initial iPSC studies. In differentiated cells, Oct4 and Sox2 cannot find their target genes, possibly due to large differences in epigenetic status between ESCs and their somatic cell progenies. Although, the application of Oct4 and Sox2 as part of an autoregulatory loop are indispensable for iPSC generation, c-Myc and Klf4 are not necessary for reprogramming, but they significantly increase the efficiency, possibly through interaction with the chromatin [75] or suppression of genes related to differentiation [76]. It has been postulated that c-Myc and Klf4 modify the organization of chromatin enabling Oct4 and Sox2 access to their targets, thereby increasing the expression of downstream genes [61]. For instance, c-Myc is a well-characterized oncogene transcription activator and a modulator of DNA replication. It has been proposed that c-Myc induces the up-regulation of histone acetyltransferase gene (Gcn5), which is a key factor in histone structure, there by improving the accessibility of target genes to Oct4. Klf4 is also acetylated by p300 (acetyl transferase protein) and has the capacity to control gene transcription through regulation of histone acetylation [77]. These results are in agreement with the open chromatin theory of ESC self-renewal and pluripotency.

Using ChIP and cDNA microarray approaches, it is well established that Oct4 regulates the expression of over 350 genes in ESCs including several epigenetic regulators [78]. As mentioned earlier, two histone demethylases, Jmdj1a and Jmdj2c have been identified to be part of the groups of the genes regulated by Oct4 [60]. This study also demonstrated that Jmdj2c is recruited to the Nanog promoter (an important regulator of the ESC self renewal machinery) and found that upon depletion of Jmdj2c, subsequent differentiation could only be rescued by ectopic expression of Nanog. These results clearly demonstrate that Oct4 both directly and indirectly regulates the genes necessary for maintaining the accessible and open chromatin state needed for ESC self-renewal and pluripotency. A positive feedback loop between transcriptional circuitry and epigenetic modification has also been found. In this way, ESC transcription factors control the expression of chromatin remodeling genes and, in turn, assist to open up chromatin structure in the promoter regions of target genes allowing for self-regulation of the epigenetic network.

In 1957, Waddington proposed his famous “epigenetic landscape” model by comparing the early developmental differentiation with a ball travelling downward a canal. This journey starts from a fertilized totipotent embryo and ends up as different lineage-committed cells. According to this developmental model, cells inside the canal move through various one-way branched valleys and select their final irreversible cellular fates during this trip [79]. As they
reach the end of each valley (cell lineage), they are urged to stay in that valley and cannot jump over boundaries into other branches or return to their starting point. With the discovery of cellular reprogramming, now this trip is not irreversible. The cells can now move back within the valley from somatic cell to pluripotent state or even transdifferentiate from one lineage to the other without returning back to the pluripotent state [80]. With regard to iPSC generation, it has been postulated that the four reprogramming transcription factors push cells backward in this canal by removing specific epigenetic barriers, which stabilize cells in their differentiated status/valley under normal conditions [81].

Recently, based on Waddington’s epigenetic model, a stochastic model for iPSC generation has been proposed [81]. This model is built on an opposite concept suggested by Waddington. Specially, reprogrammed cells undergo four various events. As they begin their journey backwards along the slope toward pluripotency, some epigenetic obstacles hinder the cells from rolling back and consequently they will achieve self-renewal capability. The second group of cells will be partially reprogrammed and lose their pluripotency state and differentiate into specific cell lineage without constant expression of reprogramming factors. The third category may trans-differentiate as a result of insufficient and improper expression of ectopic factors. The fourth group doesn’t even begin the reprogramming and experience apoptosis or cellular senescence (Figure 24.2). In agreement with these series of events and based on a stochastic model of ESCs, any gene or molecule, with the ability to enhance this movement up the slope and avert the cell from returning back would facilitate the derivation of iPSCs.

The endogenous loci of all reprogramming factors are excessively methylated in somatic cells, though their loci are hypomethylated in ESCs and iPSCs [82]. For iPSC derivation, all of these promoters require to be reactivated by enzymes responsible for DNA demethylation. This event requires other downstream activated epigenetic modifiers, since the factors used in direct reprogramming do not have known demethylating activity. Based on CpG methylation differences between lineage-specific cells and ESCs, one group demonstrated an essential role for CpG methylation as an epigenetic modifier in iPSC generation. Doi et al. found that CpG
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**FIGURE 24.2**
The stochastic model proposed by Yamanaka for iPS cell generation is based on the Waddington model. The reprogrammed cells may encounter four possible scenarios. One group of cells is blocked by epigenetic barriers and begins self-renewal (1). Other cells are trapped inside a semi-reprogrammed state due to inefficient epigenetic modification and travel back down their valley in the absence of ectopic expression of pluripotency factors (2). Some of the cells may move to other neighboring valleys and transdifferentiate into other cell types due to inefficient expression of reprogramming factors (3). The fourth group of the cells experiences apoptosis or cellular senescence (4). This figure is reproduced in the color plate section. *Source: Adapted from [133]*
methylation can distinguish iPSCs, ESCs, and fibroblasts. They proposed that epigenetic reprogramming incorporates the same differentially methylated regions (DMRs) of CpG island “shores” that mark normal differentiation [83]. Specific loci in iPSCs remain semi-reprogrammed, which means that the methylation pattern of iPSCs differs from ESCs.

Another obstacle toward iPSC generation is the requirement for histone modification and remodeling during reprogramming. Although, it has been shown that histone H4 within the promoters of reprogramming genes is deacetylated in somatic cells, it is hyperacetylated in iPSCs and ESCs. Several studies indicate that the H3 and H4 histones within the Oct4 and Nanog promoters are hyperacetylated [84,85]. Among the four factors, only c-Myc has the ability to modify chromatin. It mediates chromatin modification by increasing the expression of Gcn5 recruiting it for the modification of target genes [86].

Another factor in the derivation of iPSCs is the state of histone methylation. ESCs and iPSCs are tagged by activator histone modifications, which are marked by H3K4me3 and demethylation of lysine 9 within pluripotency genes. These two histone modifications show the bivalent chromatin characteristics of pluripotent genes, which are accomplished by simultaneous methylation at H3K27me3 and H3K4me3. For efficient generation of iPSCs, it is required that this histone modification be achieved either through genetic approaches or with the aid of some small molecules.

Reflecting on the role of chromatin remodeling during reprogramming, researchers have recently applied small molecules to circumvent these epigenetic blocks and enhance the generation of iPSCs. Several different chemical inhibitors for histone deacetylases, as well as DNA and histone methyltransferases, have been used in combination with genetic factors [87,88] (Table 24.1). Kubicek et al. found a small-molecule inhibitor of G9a histone methyltransferase, BIX-01294, could enhance the induction of reprogramming in neural stem cells while replacing Oct4 [89]. Since G9a is a down-regulator of Oct4 during early development, they suggested that BIX-01294 enhances iPSC formation by inhibiting G9a and subsequently releasing Oct4 from negative regulation. This group also generated iPSCs from mouse embryonic fibroblasts (MEFs) with only two factors; Oct4 and Klf4 in the presence of BIX-

<table>
<thead>
<tr>
<th>Name</th>
<th>Function</th>
<th>Effects</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>RG-108</td>
<td>DNA methyltransferase inhibitor</td>
<td>Promote MEFs reprogramming</td>
<td>[134]</td>
</tr>
<tr>
<td>BIX-01294</td>
<td>G9 histone methyltransferase inhibitor</td>
<td>Reprogramming of neural progenitor cells and MEFs</td>
<td>[134,135]</td>
</tr>
<tr>
<td>VPA</td>
<td>Histone deacetylase inhibitor</td>
<td>Enhanced reprogramming of mouse and human fibroblasts</td>
<td>[134,135]</td>
</tr>
<tr>
<td>SAHA</td>
<td>Histone deacetylase inhibitor</td>
<td>Enhances reprogramming of mouse fibroblasts</td>
<td>[135]</td>
</tr>
<tr>
<td>Trichostatin-A</td>
<td>Histone deacetylase inhibitor</td>
<td>Enhances reprogramming of mouse fibroblasts</td>
<td>[135]</td>
</tr>
<tr>
<td>5-azacytidine</td>
<td>Methyltransferase inhibitor</td>
<td>Enhanced reprogramming of mouse fibroblasts</td>
<td>[135,136]</td>
</tr>
</tbody>
</table>
Interestingly, valproic acid (VPA) increased the efficiency and kinetics of reprogramming by 100-fold in a four-factor system. VPA could also replace either Klf4 or c-Myc in reprogramming and enabled iPSC generation with only Oct4 and Sox2 from human fibroblasts [90]. These results imply that DNA methylation, histone methylation, and histone deacetylation contribute to epigenetic hurdles, which have to be overcome for successful iPSC generation.

24.7 STEM CELL EPIGENETICS AND HUMAN DISEASE

Studies in the past two decades have revealed a great deal about the basis of known epigenetic defects causing disease. There are two major categories of disease-related epigenetic defects: histone modification and DNA methylation. Enzymes such as histone deacetylases (HDACs), histone methyltransferases, histone acetylases, DNA methyltransferases, and methyl-CpG binding domain protein (MECP2) are among the best-known epigenetic modifiers prone to abnormality. Any variation in these epigenetic apparatus may alter gene expression, which in turn has enormous and critical clinical consequences. One of the best-known epigenetic causes of disease is the loss of DNA methylation patterns. Alterations in DNA methylation have been observed in various disorders involving genomic imprinting, X chromosome inactivation, and cancer.

Cancer comprises a multistep process wherein both genetic and epigenetic abnormalities work together to transform a normal cell into an abnormal malignant tumor cell. Cancer is generally characterized by global hypomethylation and gene-specific hypermethylation [91]. Modified DNA methylation in a cell alters the expression of cancer-related genes. DNA hypermethylation commences the down-regulation of tumor-suppressor genes, whereas DNA hypomethylation activates proto-oncogenes and promotes cell instability via chromosomal aberrations [92]. DNA methylation patterns are created and preserved by a group of enzymes called DNMTs, which are important for appropriate gene expression. Knocking out of DNMT genes in animal models is detrimental and the overexpression of these enzymes in human may lead to various kinds of cancers. In 1983, hypomethylation patterns were found to distinguish human cancer cells from their normal counterparts [93] and now there is a growing body of evidence that hypomethylation of certain proto-oncogenes, such as HRAS and cyclin D2, cause tumor formation. To the contrary, it has been revealed that hypermethylation of promoter regions of tumor suppressors such as RB, P16, VHL, APC, and E-Cadherin induce malignancy and are mostly found in sporadic cancer [91,94–96].

Recent studies have shed light over the role of stem cell chromatin marks in cancer development. They report that there is an epigenetic stem cell signature in cancer and this stem-cell-like chromatin pattern makes the tumor-suppressor genes prone to DNA hypermethylation and subsequent silencing [97,98]. It is interesting that several numbers of these tumor-related genes are associated with the bivalent chromatin state in ESCs. For example, two suppressive marks including H3K9me3 and H3K9me2 are linked to DNA hypermethylation in cancer [98]. Also, methylation of H3K27 by polycomb protein, along with the previously mentioned repressive marks, targets some genes for de novo methylation by methyltransferases in cancer [99].

Understanding the exact epigenetic mechanism governing cancer cells can have significant therapeutic consequences. For instance, it has been revealed that any modification in chromatin organization can affect normal development and cellular tumorigenic transformation [100]. These observations have resulted in the development of new drugs such as HDAC and DNMT inhibitors for the treatment of different cancers [101,102]. Elucidation of chromatin defects, which transform a normal cell to a malignant tumor, may lead to the development of new designs for cancer treatment as well as its early diagnosis.

Recent studies have evaluated the role of epigenetic defects in the onset of various pediatric and adult neurodegenerative disorders [103] (Table 24.2). Some mood disorders such as
schizophrenia have been reported to be associated with DNA methyltransferase gene mutations. For example, the overexpression of DNMT1 has been found in the gamma-aminobutyric acid (GABA)-ergic neurons of schizophrenic individuals. This overexpression inhibits the activity of Reelin protein in patients with bipolar disorders and psychosis, which is normally needed for proper memory composition and normal neurotransmission [104,105]. Furthermore, it has been suggested that valproic acid, an HDAC inhibitor, corrects the schizophrenia-like behavior of a mouse model of schizophrenia by preventing hypermethylation of Reelin promoter [106].

New findings in Alzheimer’s disease (AD) have shed light over the connection between methylation pattern in specific genes and neural survival, as well as memory loss. Some studies revealed the connection between the hypomethylation of presenilin 1 gene and its up-regulation and beta-amyloid production. Also, a role for folate-mediated methylation in Alzheimer’s disease has been suggested [107,108].

Recently, a connection between genetic/epigenetic changes and autism has been proposed [109]. Autism is a disease of neural development in the brain which impairs an individual’s normal development of social and communication interactions. The main defect involved in the onset of autism is known to be mutation or changes in the activity of “methyl CpG binding protein 2” (MECP2), which is believed to be essential for normal brain development. MECP2 is an X-linked gene and can bind specifically to the region of methylated DNA. It is also
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**TABLE 24.2 Relationship Between Human Diseases and Epigenetic Modifications**

<table>
<thead>
<tr>
<th>Disease</th>
<th>Gene</th>
<th>Function</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Neurodegenerative Disorders</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schizophrenia</td>
<td>RELN</td>
<td>Hypermethylation</td>
<td>[137]</td>
</tr>
<tr>
<td>Bipolar disorders, memory</td>
<td>RELN</td>
<td>Hypermethylation</td>
<td>[138]</td>
</tr>
<tr>
<td>formation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Psychosis</td>
<td>DNMT1</td>
<td>Overexpression</td>
<td>[137]</td>
</tr>
<tr>
<td>Alzheimer’s diseases</td>
<td>Presenilin</td>
<td>Hypomethylation</td>
<td>[139]</td>
</tr>
<tr>
<td><strong>Imprinting Diseases</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BWS</td>
<td>11p15</td>
<td>Imprinting</td>
<td>[140]</td>
</tr>
<tr>
<td>ICF syndrome</td>
<td>DNMT3B</td>
<td>Mutation</td>
<td>[141]</td>
</tr>
<tr>
<td>Rett syndrome</td>
<td>MECP2</td>
<td>Mutation</td>
<td>[142]</td>
</tr>
<tr>
<td>ATRX</td>
<td>ATRX</td>
<td>Chromatin conformation</td>
<td>[143]</td>
</tr>
<tr>
<td>PWS/AS</td>
<td>15q11–q13</td>
<td>Imprinting</td>
<td>[144]</td>
</tr>
<tr>
<td>FraX</td>
<td>FMR1</td>
<td>Gene suppression</td>
<td>[145]</td>
</tr>
<tr>
<td><strong>Cancer</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brain</td>
<td>MGMT</td>
<td>Hypermethylation</td>
<td>[416]</td>
</tr>
<tr>
<td>Colon</td>
<td>Different genes</td>
<td>Hypermethylation</td>
<td>[147]</td>
</tr>
<tr>
<td>Esophagus</td>
<td>CDH1</td>
<td>Hypermethylation</td>
<td>[147]</td>
</tr>
<tr>
<td>Kidney</td>
<td>TIMP-3</td>
<td>Hypermethylation</td>
<td>[147]</td>
</tr>
<tr>
<td>Ovary</td>
<td>SAT2</td>
<td>Hypermethylation</td>
<td>[148]</td>
</tr>
<tr>
<td>Pancreas</td>
<td>APC</td>
<td>Hypermethylation</td>
<td>[147]</td>
</tr>
<tr>
<td>Prostate</td>
<td>BRCA2</td>
<td>Hypermethylation</td>
<td>[149]</td>
</tr>
<tr>
<td>Uterus</td>
<td>hMLH1</td>
<td>Hypermethylation</td>
<td>[147]</td>
</tr>
<tr>
<td>Aging</td>
<td>DNA and Chromatin Hypo-,</td>
<td>hypermethylation</td>
<td></td>
</tr>
<tr>
<td><strong>Immunity and Related Disorders</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lupus</td>
<td>LFAr</td>
<td>Hypomethylation</td>
<td>[151]</td>
</tr>
</tbody>
</table>
capable of repressing transcription from methylated gene promoters. Once bound, MeCP2 forms a complex with histone deacetylases (HDAC) to condense chromatin structure. If the gene undergoes any defect, cells do not have enough MeCP2 protein for silencing other genes. Interestingly, mutations in the MECP2 gene cause other neurodevelopmental disorders including Rett syndrome, some cases of X-linked mental retardation, and systemic lupus erythematosus. Based upon all of these findings, there may be a potential future role for epigenetics in the diagnosis and treatment of neurological diseases.

24.8 MODELING OF HUMAN EPIGENETIC DISORDERS USING IPSCS

Studies on the mechanism and pathophysiology of human diseases have been impeded by the lack of suitable in vitro practical models and the inability to obtain sufficient numbers of primary cells. iPSCs may provide potent models of human genetic and multifactoral diseases due to their enormous similarities to ESCs. Reprogrammed cells can be differentiated to desired cell types using established protocols for hESCs. With this tool, the molecular mechanism of disease, as well as drug and therapeutic screening, can be performed using derived affected cells. So far, iPSCs have been generated from patients with different types of diseases including neurological and neurodegenerative disorders (HD, PD, AD, ALS, SMA, Rett syndrome), muscular dystrophy (DMD, BMD), hematopoietic disorders (beta-thalassemia, sickle cell anemia, Fanconi anemia), cardiovascular diseases (long QT, LEOPARD syndrome), diabetes, Down syndrome, and dyskeratosis congenita (DC) [1 10]. In this review, we will only focus on diseases with an epigenetic component.

Autism spectrum disorders (ASDs) are complex neurodevelopmental disorders wherein the phenotype of patients is the result of various combinations of genetic mutations. Rett syndrome (RTT) is an X-linked neurodevelopment disorder caused by a heterozygous mutation in the MECP2 gene, which can arise sporadically or from germline mutations. It affects females more than males. In about 10% of cases, mutation in the genes FOXG1 or CDKL5 have also been found to cause the syndrome. The mutation affects postnatal neural development and results in communication defects and mental retardation in affected children. As mentioned earlier, with the mutant gene, cells do not have enough MeCP2 protein for transcriptional silencing or activating of other genes.

For the first time, fibroblasts of an 8-year-old girl with R306C missense mutation in MECP2 have been reprogrammed using four retroviral factors including Oct4, Sox2, Klf4, and c-Myc [111]. The pluripotency of derived cells was confirmed by in vivo teratoma assay and in vitro differentiation through EB formation. The authors could differentiate Rett-derived iPSCs to neurons, but further characterization was not reported. In the other study, iPSCs generated from a Rett syndrome patient induced neural differentiation. Differentiated cells demonstrated abnormalities in neural characteristics including smaller size, modified calcium signaling, diminished synapse, and electrophysiological abnormalities [112].

Recently, MECP2-null Rett syndrome hiPSCs and isogenic controls have been derived through X-chromosome inactivation. Phenotypic evaluation of mutant RTT-hiPSC-derived neurons revealed a reduction in soma size compared with the isogenic control neurons from the same patient [113]. Such state-of-the-art cell characterization is going to open a new era in molecular medicine for revealing mechanisms of disease and new approaches for drug screening.

iPSCs have also been recently derived from the genomic imprinting diseases Prader—Willi and Angelman syndromes. Genomic imprinting is a genetic event by which particular gene loci become transcribed in a parent-of-origin-determined way. This means that the phenotype triggered from a certain locus is differentially altered by the sex of the parent providing that specific allele. Genomic imprinting is an epigenetic event that applies histone and DNA methylation patterns in order to acquire monoallelic gene transcription without altering the
DNA sequence. These epigenetic hallmarks are placed during germline establishment and are preserved throughout the lifetime of an organism. Proper expression of imprinted genes is crucial for normal development. Multiple genetic diseases are associated with defects in imprinting loci such as Angelman and Prader—Willi syndromes, Beckwith—Wiedemann syndrome and Silver—Russell syndrome [114]. Among these disorders, iPSCs have been only derived from dermal fibroblasts of patients with Angelman syndrome (AS) and Prader—Willi syndrome (PWS) [115,116]. AS is a complex neurogenetic disorder which initially affects the nervous system. It is characterized by speech impairment, frequent seizures, intellectual disability, and ataxia and affected children have typically a happy and excitable demeanor. PWS is characterized by speech delay, obesity, small stature, and behavior problems. AS is usually caused by deletion or inactivation of genes on chromosome 15q11-q13 region; this region is inherited from the mother while the paternal allele is imprinted and hence silenced. Many symptoms of AS result from the loss of function of E3 ubiquitin ligase UBE3. PWS is caused by the deletion of paternally expressed genes on the chromosome 15q11-q13, but its genetic basis is largely unknown [117,118].

Fibroblasts from AS and PWS patients were reprogrammed using retroviral vectors encoding Oct4, Sox2, Klf4, c-Myc, and LIN28 transcription factors. iPSCs derived from AS and PWS patients were induced to differentiate to functional neurons [115]. It is interesting that the iPSCs showed no sign of DNA methylation removal at the imprinting center (IC) of chromosome 15. Furthermore, in normal brain neurons, the imprinting of UBE3A is established during neural differentiation of AS iPSCs. This study highlights the importance of the iPSC model of epigenetic disorders in elucidating the disease mechanism and developmental timing of gene activation or silencing in the affected cells of patients.

There are growing bodies of evidence that show a relationship between premature aging and adult stem cell malfunction. Aging is an exceedingly complex trend whose molecular mechanism is still mainly unknown. Delineation of many molecular aspects of aging has been facilitated by investigations on premature aging syndromes [119]. The premature-ageing disease Hutchinson—Gilford progeria syndrome (HGPS) is one of the rare fatal human genetic disorders that the role of both epigenetic changes and stem cell misregulation have been elucidated. HGPS is caused by a single point mutation in the LMNA gene resulting in constitutive production of progerin, a truncated splicing mutant form of the nuclear structural protein lamin A [120]. Accumulation of progerin in several tissues leads to diverse aging-related nuclear defects such as structural disorganization of nuclear lamina and function of the nucleus and chromatin [121]. It also causes epigenetic changes by histone modifications and increased DNA damage [122].

Interestingly, recent studies demonstrated that Lamin A-dependent dysfunction of adult stem cells is associated with accelerated aging in humans [123]. The authors could provide evidence that the induction of progerin hinders the proper function of human mesenchymal stem cells (hMSCs) by activating downstream effector proteins of the Notch signaling pathway and modified cellular characteristics and differentiation capacity. These findings are interesting since the Notch signaling pathway regulates stem cell differentiation [124] and many of the affected tissues in HGPS patients are of mesenchymal origin [125]. Alternatively, there is a possibility that the Notch effector genes are regulated by their direct association with lamina or misregulation of the pathway is due to the epigenetic alterations normally observed in normal aging and specifically in HGPS patients [126]. Malfunction of adult stem cells may also have implications for the normal aging process since the progerin is present at very low levels in cells from normal individuals [126].

In another study, Zmpste24-null progeroid mice (with nuclear lamina defects and accelerated aging) were evaluated for the number and functional capacity of stem cells [127]. The authors used telogen hair follicles, which contain multipotent stem cells of both epidermal and neural origin. They showed that Zmpste24 deficiency causes a change in the number and proliferative
capacity of epidermal stem cells characteristic with nuclear architecture disorganization and increased apoptosis. These changes are associated with some signaling pathways such as Wnt and microphthalmia transcription factor. These results confirmed the existence of a relationship between stem cell misregulation and age-related nuclear envelope deformity.

Recently, several studies investigated the possibility of reprogramming cells from premature aging Hutchinson–Gilford progeria syndrome to the iPSC state \[128,129\]. Adult dermal fibroblasts from HGPS patients were transfected with Oct4, Sox2, Klf4, and c-Myc. HGPS-iPSCs show absence of progerin, and lack the nuclear envelope and epigenetic alterations that are normally associated with premature aging. Furthermore, HGPS-iPSCs revealed vascular smooth muscle and mesenchymal stem cell defects. These studies clearly provide an in vitro iPSC-based model to study the pathogenesis of human premature and physiological vascular aging.

### 24.9 FUTURE STUDIES

Early development and ESC differentiation necessitate complex interactions between various transcription factors and epigenetic regulators such as histone-modifying enzymes and chromatin-remodeling proteins. Based on what is currently known about this interaction, it seems that chromatin dynamics is one of the most critical determinants of ESC pluripotency and self-renewal. iPSC derivation has triggered a paradigm shift in developmental biology. However, this revolutionary discovery has raised several discussions regarding the exact mechanism of reprogramming and the function of epigenetic changes. At the present time, there is uncertainty about the epigenetic status of cells during the iPSC procedure. For instance, do the iPSCs have any “memory” of their original epigenetic state? If so, is this memory favorable or disadvantageous for their future clinical applications? Recently, several studies have demonstrated the existence of an epigenetic memory during iPSC generation. It was revealed that reprogramming leaves an epigenetic memory of the tissue of origin which may affect their differentiation and application in disease modeling \[130,131\].

Advancements in understanding the role of epigenetic obstacles will definitely move this field forward, establishing straightforward and more efficient methods. Furthermore, iPSCs may provide an important model of human genetic and multifactorial disorders. Specially, with the lack of a proper in vitro cellular models of epigenetic diseases to study the mechanism, the field will move toward the establishment of iPSCs from different epigenetic disorders such as Beckwith–Wiedemann syndrome, Silver–Russell syndrome, Albright hereditary osteodystrophy, pseudohypparathyroidism type IA (PHPIA), immunodeficiency/centromeric instability/facial anomalies (ICF), alpha-thalassemia/mental retardation, X-linked (ATRX), Rubinstein-Taybi syndrome, asthma, multiple sclerosis, obesity, and different types of cancer cells. A common characteristic of these disorders is that mutations in the components of chromatin regulators and epigenetic machinery cause the pathophysiological symptoms. As the mechanisms of human epigenetic disorders are recognized (for example through disease-derived iPSCs modeling), there will be even more developments in epigenetic therapies. Because epigenetic changes are the key factors in human health and disease, there is hope that understanding the mechanism of epigenome regulation will aid in the treatment of human sickness that may ultimately be beneficial for the health and wellbeing of mankind. Finally, if we can modify the epigenetic status of adult somatic cells toward pluripotency without intervening in their genetic integrity, we will be one step closer toward the clinical application of these cells in the near future.
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25.1 MAJOR TYPES OF STEM CELLS

Stem cells have a near infinite capacity for self-renewal and can be guided by specific signaling mechanisms to differentiate into selected cell lineages. The capacity for self-renewal, i.e. for parent stem cells to produce daughter cells that are functionally and phenotypically identical to the parent cell, means that at least theoretically, every tissue and organ with a resident population of stem cells has a nearly indefinite capacity for repair and regeneration. Moreover, the capacity of restricted-potential adult stem cells to replenish lost and damaged cells and to repair tissues, with programming by growth factors, makes these cells useful to harness for therapeutic purposes.

An extensive review of the types of stem cells and their properties is beyond the scope of this chapter. (The reader is referred to several well-annotated public resources (e.g. at the National Institutes of Health http://stemcells.nih.gov/info/basics/; The Howard Hughes Medical Institute http://www.hhmi.org/biointeractive/stemcells/lectures.html).)

Briefly, major classes of indigenous stem cells include embryonic (ES), fetal, and adult (or tissue) stem cells. These cells range in their capacity for differentiation. “Totipotent” stem cells, which retain a capacity to generate an entire organism, can be derived from nuclear transfer into an oocyte, or following fertilization, from early divisions of the zygote and resulting morula (Figure 25.1). (For an interesting essay into the history of nuclear transfer and cloning, see [1].) The cells of the morula subsequently form a blastocyst, where they differentiate into two cell layers, an outer trophoectoderm and an inner cell mass. “Pluripotent” stem cells can be isolated from the inner cell mass, and exhibit the possibility of differentiation into ectoderm, mesoderm, and endoderm cell lineages, but are not, by themselves, capable of forming an entire organism. Finally, within each fetal and adult tissue, resident stem cells continue to generate, with variable efficiency, replacement cells through the life of the tissue and organism. These cells normally exhibit restricted potential, ranging from multipotent, to bi- or even unipotency, from tissue-specific cell types. For example, hematopoietic stem cells are multipotent because they can generate a wide variety of lymphoid, erythroid, and myeloid cell types.
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**FIGURE 25.1**
Schematic for the general maturation of stem cells and loss of differentiation potential. This figure is reproduced in the color plate section.
lineages. Mesenchymal stem cells also exhibit multipotency as they can generate osteoblasts, chondroblasts, adipocytes, and fibroblasts among a wide variety of cells. In contrast, neural stem cells exhibit a more restricted capacity to differentiate into neurons and glia, and epidermal stem cells exhibit unipotential capacity to differentiate into keratinocytes.

Finally, increasing evidence suggests that adult multipotential stem cells, even within a single tissue are heterogeneous and exhibit a hierarchy of “stemness” that may make them more or less suited as therapeutic targets. For example, the G-protein-coupled receptor Lgr5 (Gpr49) marks a population of rapidly cycling cells within intestinal crypts that have the capacity to generate every other cell of the intestinal epithelium [2]. However, when crypt Lgr5+ cells were depleted, a rare population of slowly proliferating cells that are positive for Bmi1 (a member of the polycomb transcription regulatory complex), exhibit a parallel capacity to regenerate the intestinal epithelium including the Lgr5+ population [3]. Bmi1+ and Lgr5+ cells may represent long- vs. short-term enteric stem cell populations that may be selectively targeted to promote long-range tissue re-engineering vs. shorter-term repair.

25.1.1 Stem Cell Renewal and the Pluripotency Transcription Factor Network: Lessons from Induced Pluripotent Stem Cell (IPSC) Biology

Non-protein-coding RNA networks and epigenetics have particular relevance for stem cell biology in the context of recent successful efforts to transform somatic cells into stem cells, i.e. induced pluripotency. In 2007, two independent research groups published evidence for the existence of a minimal network of transcription factors that could be coordinately activated, to induce differentiated human cells to revert to a pluripotent state [4,5]. The research group led by Shinya Yamanaka used a combination of four transcription factors, Oct3/4 (POU5F1), Sox2, Klf4, and c-Myc to reprogram human dermal fibroblasts to express properties of embryonic stem cells (Figure 25.2). The research group lead by James Thompson in contrast, used an overlapping combination of transcription factors, OCT3/4, SOX2, NANOG, and LIN28, to accomplish the same purpose. Both research groups showed that the resultant IPSCs had attained the capacity to differentiate into cells belonging to all three germ layers, suggesting that these cells were pluripotent. A large amount of subsequent research indicates that Sox2, c-Myc, Oct3/4, Klf4, and NANOG constitute a core network of transcription factors that maintains pluripotency of embryonic stem cells and confers pluripotency characteristics
to a wide variety of differentiated somatic cell types derived from diverse tissue sources (reviewed in [6,7]).

The pluripotency factor network has evolved functionally through vertebrate evolution, to target new downstream genes, and presumably new tissue- and species-specific stem cell renewal and differentiation programs. For example, the Fibroblast Growth Factor-4 (FGF4) gene is present in vertebrates, but only emerged in recent eutherian mammal evolution, as a positively regulated target of Oct3/4 [8]. FGF4 in turn mediates the transition between stem cell renewal and cell differentiation [9], implying that Oct3/4-induced, FGF4 autocrine/paracrine signaling may have evolved to specifically limit the renewal capacity of the pluripotency transcription factor network in mammals. Interestingly, the FGF family itself has expanded in numbers significantly during vertebrate and even recent mammalian development [10], and has come to play a critical role in mediating lineage specification of stem cells [11]. Though the core pluripotency network has remained relatively evolutionarily conserved (stem cells in amphibian [12] and mammalian species [4,5] make use of an overlapping complement of pluripotency factors), the integration of the pluripotency network with lineage specification networks exhibits a great deal of evolutionarily diversity. As we will discuss below, some of this evolutionary recent regulatory complexity is due to the emergence of novel epigenetic programs.

25.1.2 Regulatory Networks and Control of Stem Cell Differentiation

Growth factors constitute an effective means for guiding multipotent stem cells down selected differentiation pathways because of their capacity to activate specific transcription factor networks (e.g. Figure 25.3A). FGF4 is an important example in this regard. FGF4 directs mouse embryonic stem cells towards a neural (ectoderm) lineage by activating ERK1/2 [13]. The concurrent overexpression of Sprouty1 (Spry1) on the other hand, prevents neural lineage progression, and promotes mesoderm lineage differentiation instead [13]. Further, within the mesoderm lineage, other growth factors, the Bone Morphogenetic Proteins (BMP) 4 and 7 for example, promote osteoblast differentiation by inducing the expression of the transcription factor DLX5 [14,15]. Similarly, Wnt family members, Wnt1 and Wnt10b, direct differentiation of mesenchymal stem cells towards an osteoblast lineage, while inhibiting adipocyte lineage differentiation [16], in part, by promoting expression of osteoblast transcription factors like Runx2 and Dlx5 while inhibiting adipocyte-associated transcription factors like PPARγ, C/EBPα, and C/EBPβ. In contrast, BMP2 in cooperation with other signaling molecules like TGFβ, drives mesenchymal stem cells into a chondrocyte lineage [17]. Interestingly, in portions of the cranial ectomesenchyme, Dlx5/6 induces expression of the transcription factor Hand2, which acts as a negative regulator of Dlx5/6. The expression of Hand2 results in the transformation of primitive stem cells into tissues of the tongue, whereas its absence results in a Dlx5/6-driven transformation to bone [18]. Specific lineage commitment is, therefore, dependent on the contextual cues provided by competing signaling molecules. Moreover, a limited set of interacting secreted signaling factors and a related network of intracellular signaling cascades and transcription factors can clearly drive divergent differentiation from a common cohort of stem cells.

The core pluripotency network arguably emerged early in vertebrate evolution to support two main functions, to promote stem cell renewal while simultaneously suppressing differentiation, and appears to be largely similar from one stem cell compartment to the next. Differentiation, on the other hand, is likely to involve a diversity of maturation genes that adapt differentiating cells to specific tissues and organs. It is likely therefore that there is a layer of cellular regulation that adapts the common pluripotency network to cell-, tissue-, and even organism-specific differentiation. Several pieces of evidence indirectly point to an intervening regulatory layer between stem cell renewal and differentiation. Firstly, though stem cells reside in every tissue and organ, not all stem cells have an equivalent capacity to regenerate or repair.
FIGURE 25.3
(A) Schematic of the competing network of transcription factors and signaling molecules that direct stem cells down specific mesoderm or ectoderm lineages. Green boxes indicate core transcription factors necessary for osteoblast and adipocyte lineage specific differentiation. (B) Overlay of the epigenetic/ncRNA regulatory network. This schematic depicts examples of ncRNAs (blue boxes) and chromatin modification factors (pink boxes) that control the balance between signaling molecules and transcription factors, to direct stem cell differentiation. This figure is reproduced in the color plate section.
tissues and organs. Even cells that share a common developmental lineage, i.e. mesenchymal stem cells, can exhibit varying differentiation potential related to their tissues of origin [19,20], suggesting the emergence of non-genetically programmed regulatory mechanisms. Secondly, the biology of stem cells is intimately associated with evolution and speciation. Similar types of stem cells in different organisms produce diverse body plans and exhibit divergent regenerative capacities. For example, in the python but not humans, an episode of feeding produces a large and rapid increase in enterocytes in the small intestine [21], suggesting that stem cell renewal and maturation is remarkably attuned to the environment, but in a species-specific manner. Stem cells in amphibian [12] and mammalian species [4,5] make use of an overlapping complement of pluripotency factors, yet amphibian, but not mammalian stem cells have the capacity to regenerate complex tissues like limbs. Finally, not only do stem cells in older organisms exhibit diminished regenerative capacities [22], but stem cells can exhibit altered patterns of lineage commitment with age; i.e. aging mesenchymal stem cells favor adipocyte rather than osteoblast differentiation [23]. The question is why is there such diversity in stem cell differentiation potential from tissue type, speciation, and age? One answer to this question might lie in the existence of a new and relatively poorly understood network of regulatory mechanisms collectively termed, “epigenetics”.

25.2 A BRIEF OVERVIEW OF EPIGENETICS

Epigenetics, literally “over the genome”, represents a newly discovered and dynamic regulatory network that is superimposed over, and therefore influences, the interpretation of genetic information contained within a cell. At the level of the organism, epigenetics serves to promote adaptation and is increasingly thought to be a major mechanism for speciation, and at the molecular level, a mechanism to control cellular differentiation and homeostasis. Epigenetic regulatory networks are increasingly being found to be critical facilitators of the successful transformation of stem cells into tissues and organs, but may also serve the aberrant transformation of stem cells in cancer. A detailed and comprehensive overview of the field of epigenetics is well beyond the scope of this chapter. Excellent recent reviews have outlined the history and basic mechanisms underlying epigenetics [24], and detailed their relevance to tissue and organism development [25,26] and to cancer mechanisms [27]. Briefly, the term “epigenetics” was coined by the developmental biologist, Conrad Waddington, based on early observations that an environmental stimulus (heat) administered to a cohort of fruitflies, produced multigenerational alterations in wing structure without any apparent change in the fly genome [28]. A variety of cellular mechanisms that regulate nuclear chromatin structure and control gene transcription and translation are collectively classified as “epigenetic mechanisms”, if these mechanisms result in relatively irreversible changes in the function of cells and tissues.

25.2.1 DNA Methylation, Histone Modifications, and Gene Imprinting

Activity of DNA methylases (DNMTs) results in methylation of genes at chromosomal loci that are GC-rich (extensive regions of GC enrichment are termed CpG islands), and can result in the gene inactivation by the recruitment of methyl-CpG-binding proteins and the segregation of chromosome regions containing those genes into the nuclear heterochromatin. Similarly, post-translational histone modifications can also alter the compactness of nucleosomes to regulate gene expression. The methylation of histones, such as di- or trimethylation of histone H3 on lysine-4 (H3K4me2 and H3K4me3), result in increased activation, whereas di- and trimethylation on H3K9 and histone acetylation are associated with repression [29]. The methylation and demethylation of chromatin is an important component of the stem cell differentiation process. For example, adipose-derived mesenchymal stem cells exhibit demethylation at Dlx5 and other osteoblast-specific transcription factors during the process of transformation into osteoblasts [30]. The process of demethylation results in permissive
activation of the Dlx5 locus and presumably plays an important and contextual role in enabling growth-factor-mediated transformation of stem cells.

During vertebrate evolution the emergence of mammals, particularly eutherian mammals, was accompanied by an important variation in the epigenetic program, the phenomenon of gene imprinting, where one allele (either the paternal or the maternal allele) of a gene undergoes DNA methylation, and is silenced. The dominant model for transcription at these loci is that it proceeds from the remaining active allele. Frequently, the non-silenced allele exhibits post-translational histone modifications like trimethylation of lysine 4 (H3K4me3) that are known to facilitate transcription activation [31]. The human genome is predicted to contain as many as 156 imprinted genes [32], and many of these do not overlap with the cohort of imprinted genes in the mouse [33], suggesting the likelihood of shifts in imprinting with mammalian speciation. The net effect is to decrease the gene dosage in tissues and the emergence of this phenomenon with mammalian evolution is thought to be a mechanism for the control of fetal size. Paternal alleles are thought to promote, while maternal alleles are thought to constrain, fetal growth (reviewed in [34]). The implication of imprinting as an epigenetic phenomenon that regulates stem cells is enormous. Because of their capacity to control tissue growth [35], it is likely that imprinted genes play an important role in stem cell maturation [36]. The species variation in gene imprinting suggests that the epigenetic controls over stem cell renewal and maturation are likely to be species-specific. Moreover, gene imprinting may vary as a function of the state of cellular differentiation. For example, neurons of the adult brain have recently been shown to exhibit monoallelic expression of the Angelman's syndrome locus, Ube3a, whereas Glial Fibrillary Acidic Protein (GFAP)-positive cells of the ventricular zone have been found to exhibit biallelic expression from this locus [37]. Since GFAP-positive cells adjacent to the lateral ventricles of the brain are presumptive neural stem cells [38] these data suggest that the gene dosage of Ube3a is decreased during the differentiation of neural stem cells by epigenetic mechanisms. These data suggest that the epigenetic programming of stem cells may vary as a function of both species and tissue of origin, and that the replication of tissue- and species-specific epigenetic programs will be critical for the successful therapeutic manipulation of stem cells.

25.2.2 Epigenetics of Non-Coding RNAs

In the abstract to a 2007 article [39], John Mattick proposed that, "the epigenetic trajectories of differentiation and development are primarily programmed by feed-forward (non-coding) RNA regulatory networks and that most of the information required for multicellular development is embedded in these networks" (author inserted text in parentheses). Since “differentiation” and “development” programs implicitly involve the maturation of stem cells, the hypothesis advanced by Mattick implies that non-coding RNAs (ncRNAs) are a significant locus of epigenetic control of stem cell maturation programs.

Sequencing the human genome has shown unexpectedly that the human genome contains a surprisingly small number of protein-coding genes [40]. The Ensembl database (http://www.ensembl.org/, Genebuild 2011) counts 20 599 protein-coding genes, compared to the mouse at 21 873, the zebrafish at 18 572, and the invertebrate, Caenorhabditis elegans at 20 389 known protein-coding genes. Clearly the protein coding gene content of animal chromosomes does not change dramatically with vertebrate and mammalian evolution. The approximately 2000 additional protein-coding genes that separate mammals, including humans, from zebrafish, do not account for the evolutionary complexity of humans, and consequently, cannot readily explain the complexity of stem cell programs that generate the human body plan. However, recent evidence indicates that other products of genome transcription, namely non-coding RNAs, do exhibit increased representation within genomes with increasing evolutionary complexity [39]. A 2007 report of the ENCODE (Encyclopedia of DNA Elements) project, suggested that the human genome is "pervasively transcribed, such that the majority of its bases are
associated with at least one primary transcript” [41]. This paper showed that the human genome is filled with large numbers of transcription start sites that code for ncRNAs and that regions of the genome that had hitherto been thought of as “silent”, were in fact, transcriptionally active. It is likely that, in terms of sheer numbers, ncRNAs will dwarf the numbers of protein-coding genes. RNA molecules can participate in a variety of cell functions because they exhibit two important functions. Firstly, their primary nucleotide sequence complementarity can give RNA molecules the capacity to bind other RNA and DNA molecules with exquisite specificity. Secondly, RNAs can fold into a variety of functional shapes in the presence of helicase chaperones to participate in RNA–protein complexes [42]. Therefore, ncRNAs can effectively serve as receptors or adapter molecules to target regulatory protein complexes to DNA or other RNAs, with important consequences for stem cell renewal.

The family of ncRNAs ranges in size from small, miRNAs and siRNAs (17–24 nucleotides), and piRNAs (25–30 nucleotides), to extremely long ncRNAs like the 19.3-kb X-chromosome inactivation factor, XIST [43]. Both long ncRNAs (reviewed in [44]) and short ncRNAs like piRNAs [45] have roles in chromatin reorganization, and consequently, epigenetic programming. NcRNAs like miR9/miR9* and miR124 can control chromatin remodeling complexes [46] to promote the renewal or maturation of neural stem cells. However, recent deep-sequencing data suggest an additional layer of regulation, in that substantial numbers of processed miRNAs traffic back into the nucleus [47] where they may also directly act as epigenetic factors.

### 25.3 EPIGENETIC PROGRAMMING OF STEM CELLS

We will now look at the epigenetic programming of stem cells.

#### 25.3.1 Epigenetic Programming and the Core Pluripotency Transcription Factor Network

Recent evidence points to a complex interplay between core pluripotency factors, epigenetics, and non-coding RNAs. Several miRNA families can serve as substitutes for or enhance the activity of core pluripotency factors to transform somatic cells into stem cells [48,49].

The miR17-92 miRNA cluster, among others, for example, has been recently found to be highly expressed during early stages of induced stem cell programming [49] and therefore, it is instructive to examine the interactions of members of this cluster with the core pluripotency factor network. The pluripotency factor c-Myc, for example, is thought to promote cell proliferation in part, by binding to the common promoter for miR17-5p and miR20a, in the onco-genic miR17-92 microRNA cluster (Figure 25.4) to promote the expression of miR20a and therefore repress translation of the retinoblastoma-like protein-2 (Rbl2) [50]. Rbl2 and other members of the retinoblastoma family promote and stabilize nuclear heterochromatin by recruiting histone deacetylases and increasing DNA methylation [51,52], suggesting that miR20a might indirectly interfere with DNA methylation. However, miR20a and miR17-5p (another member of the miR17-92 cluster), also translocate to the nucleus, and recruit Argonaut complexes to promoters of target genes (in this case, a cyclin-dependent kinase inhibitor CDKN2B/INK4B), resulting in increased trimethylation of histone H3 at Lysine 9 (H3K9me3, a repressive epigenetic marks), and, like Rbl2, promote the formation of heterochromatin [53]. These apparently contradictory data suggest that Myc-mediated epigenetic programming is complex, but taken as a whole, prevents cell cycle arrest. Recent observations [54] of genome-wide DNA methylation patterns have reported a diversification in the patterns of moderately methylated genes during stem cell maturation. Some genes that are moderately methylated during stem cell renewal, become hypomethylated, while others exhibit increased methylation. The association between Myc and the miR17-92 cluster provides a mechanistic hypothesis that explains the observed diversification in DNA methylation patterns that reshape the nuclear heterochromatin landscape during transitions between stem cell renewal and differentiation.
Following expression of the pluripotency factor network, Myc-mediated transcription at the miR17-92 cluster may favor direct miRNA-mediated chromatin remodeling and indirectly, by translation repression, prevent inactivation of cell cycle genes.

Myc’s role in pluripotency is complex. Myc normally promotes or represses gene transcription, but this function does not appear to be an important factor in the phase of DNA replication to promote cell cycle. During this phase, Orc1, a member of the DNA “origin of replication (ORC)” complex, sequesters and inactivates Myc control of transcription [55], and Myc itself localizes to early DNA replication complexes to promote DNA replication [56]. Interestingly, the Myc gene itself serves as a site for ORC assembly and initiation of DNA replication. A network of small ncRNAs termed “yRNAs” [57,58] promote DNA replication by stabilizing ORCs [59] to chromatin during periods of DNA replication. However, ORCs also recognize repressive epigenetic heterochromatin marks and localize to heterochromatic regions of the genome during other periods of the cell cycle [60]. The oscillation between Myc control of transcription and Myc-ORC control of DNA replication recruits layers of epigenetic mechanisms and is critical for the processes of stem cell renewal and maturation.

A further analysis of Myc function is also instructive in terms of the assessment of the contribution of long ncRNAs to stem cell programming. Myc also directly binds to, and strongly represses, the transcription of Gata6, a transcription factor that promotes endoderm differentiation of stem cells. However, while the expression of the Gata6 mRNA transcript is repressed during stem cell renewal, not all transcription at the Gata6 gene locus is suppressed. Recent evidence shows that the Gata6 gene locus is also the source of a long ncRNA [61], termed Gata6bt (for Gata6 bidirectional transcript) that is transcribed in the antisense orientation relative to Gata6. The expression of Gata6bt is inversely correlated with the mRNA transcript for Gata6, being highly expressed in stem cells and suppressed during differentiation. Gata6bt, like Myc, may serve as a negative regulator of Gata6 transcription [61], to maintain stem cell pluripotency, and like other large antisense ncRNAs (HOTAIR for example) [62]), may regulate chromatin state by serving as scaffolds for the assembly of histone modification complexes.

Other members of the pluripotency network are also subject to epigenetic regulatory programs. Both Oct4 and NANOG are subject to extensive regulation by DNA methylation and histone modifications [63]. Moreover, in silico screens have found that mammalian genomes
are specifically enriched in pseudogenes for Oct4 and NANOG. The human genome contains six pseudogenes for Oct3/4 and ten pseudogenes for Nanog, compared to a relative paucity of pseudogenes for other non-pluripotency-related transcription factors [64]. The Oct4 pseudogene family has been recently found to exert complex and mutually interdependent epigenetic regulation of the Oct4 promoter. Oct4-pseudogene-5, for example, generates an antisense transcript (asOct4-pg5), that serves as a negative regulator of Oct4, in part by recruiting the histone methyl transferase, Ezh2 to the Oct3/4 promoter and increasing H3K9me2 and H3K9me3 histone methylation marks (Figure 25.3B) [65]. The more extensive NANOG pseudogene family may serve a similar epigenetic regulatory purpose. Interestingly, the evolutionarily recent appearance of NANOG pseudogene-8 (NANOGP8), following the divergence between humans and chimpanzees [66], suggests that human stem cells may have acquired novel epigenetic regulatory mechanisms that are not present in stem cells of other mammals or vertebrates. An analysis of the EST database for expressed sequences ascribed to transcription from the human NANOGP8 genomic locus (http://genome.ucsc.edu; chr15:35,371,776-35,450,927), indicates that this locus is the origin of multiple non-coding RNA transcripts. NANOGP8 has been found to promote cell proliferation and is also the origin of a NANOG-like protein that is expressed in cancers [67], opening up the possibility that this evolutionarily recent pseudogene may have the capacity to promote the oncogenic transformation of stem cells.

Finally, a recent study by Guttman et al., showed that a large network of long intergenic ncRNAs (termed lincRNA), maintain the pluripotency of stem cells [68]. Guttman et al. were able to identify at least 26 lincRNAs that positively regulated the activity of Oct4 and NANOG. Using Oct4 and Nanog promoter linked to a Luciferase reporter, the authors were able to show that a suppression of any one of these lincRNAs resulted in significant suppression of promoter activity for these pluripotency factors. Interestingly, these data imply that each of the 26 lincRNAs exhibits independent, non-redundant control over the Oct4 and Nanog promoters and suggests that all of the lincRNAs are required to maintain at least these components of the minimal pluripotency transcription factor network. These data lend further support to Mattick’s hypothesis that extensive ncRNA regulatory networks [39] are likely to control stem cell renewal.

25.3.2 Epigenetic Programming, Non-Coding RNAs, and Early Stem Cell Differentiation Programs

We previously presented evidence for FGF4 as an example of an early differentiation gene that directed stem cells towards a neural ectoderm lineage in preference to mesoderm or endoderm lineages. Recent evidence indicates that the FGF4 locus is inactivated epigenetically, by dimethylation of histone H3 (H3K9me2 and H3K27me2), and that a histone demethylase, JHDM1D/KIAA1718, results in the elimination of these repressive methylation marks, induction of FGF4 expression and consequently, neural lineage commitment [69]. Spry1, the negative regulator of FGF4 signaling, is a target of the miRNA, miR21 [70], which is highly expressed in neural lineage-committed stem cells [71]. Therefore, in the presence of miR21, FGF4-programmed stem cells will preferentially commit to neural lineages (Figure 25.3B).

Imprinted gene loci play an important role in tissue growth in mammals and therefore an analysis of how they control stem cell differentiation is particularly important for the therapeutic use of stem cells. The Mest/Peg (Paternally-Expressed Gene)-1 locus is a good example of the role of epigenetics in stem cell maturation. An analysis of the Peg-1 locus (human chromosome 7:130,125,573-130,146,478) shows the presence of two CpG islands, coinciding with transcription factor binding sites and constituting two presumptive promoters. Interestingly, these regions, particularly at the second CpG island also coincide with a high density of activation acetylation (H3K27Ac) and methylation (H3K4me3 and H3K4Me1) marks on histones, suggesting differential activation of maternal and paternal alleles. While the exon
structure of MEST appears to be conserved through vertebrate evolution, two ncRNA transcripts, a miRNA (miR335) and a long antisense transcript overlapping the presumptive promoter region (MESTIT1) late in evolution, in eutherian mammals and primates specifically. Like MEST, MESTIT1 also exhibits monoallelic expression from the paternal allele and like other long ncRNAs [62] may recruit heterochromatin marks to the parental gene. We previously observed that the MEST intronic miRNA, miR335 is expressed at moderate levels in neural stem cells and that miR335 knockdown results in increased neural stem cell proliferation [71]. The MEST/miR335 locus appears to cooperatively specific differentiation of mesenchymal stem cells, by interacting with core differentiation signaling programs. We previously discussed evidence, for example, that Wnt signaling directs mesenchymal stem cells towards osteoblast-specific differentiation and inhibits adipocyte differentiation. MEST has recently been reported to block Wnt signaling by inhibiting post-translational processing of the Wnt co-receptor LRP6, and knockdown of MEST prevents adipogenesis and results in reduced expression of the adipogenic factors C/EBPα and PPARγ (Figure 25.3B) [72]. The MEST intronic miRNA on the other hand, is highly expressed in bone-marrow-derived mesenchymal stem cells compared to differentiated cells belonging to the mesoderm lineage, and its expression decreases during osteoblast and adipocyte differentiation [73]. MiR335 promotes Wnt signaling by suppressing the expression of the Wnt antagonist DKK1 [74]. However, miR335 also acts as a direct negative regulator of Runx2, a factor required for osteogenic differentiation [73]. Collectively, these data suggest that osteoblast differentiation from mesenchymal stem cells is facilitated by careful temporal choreography of gene expression from the imprinted MEST/miR335 locus. Runx2 and other important components of the osteoblastic transformation of mesenchymal stem cells, like DLX5 [14,15] are also loci for the interactions between epigenetics and ncRNA networks. The human Runx2 (human chr6:45,296,054-45,518,818) and DLX5 (human chr7:96,649,667-96,654,230) gene loci for example, contain CpG islands, and demethylation leads to increased expression of these factors and supports osteoblast differentiation [75]. DLX2, 5, and 6 are coexpressed strongly in immature osteoblasts [76], but this cluster is also important for neural stem cell differentiation [77], and may provide redundant control of early stem cell maturation. The DLX5/6 gene loci are the site for transcription of two long ncRNAs, generated by alternate splicing, the 2.7-kb and 3.8-kb Evf1 and Evf2 RNAs. These ncRNAs expand activation of the DLX network by serving as transcription coactivators for DLX2, further increasing transcription of DLX5/6 [78]. The Evf ncRNAs have evolved to coordinate activity of the DLX gene family, and in coordination with other epigenetic mechanisms that regulate the methylation state of DLX5, can promote specific patterns of stem cell differentiation. The emerging story is that pluripotency and differentiation-related transcription factors, and many of their associated signaling pathways are subject to a layer of additional regulation from a network of proteins and ncRNAs that guide the renewal and differentiation potential of stem cells. Finally, ncRNAs like miR-9/9* and miR-124 have reportedly been used to transform cells from one lineage, mesoderm, to another, i.e. neural [79], without the requirement for passing through an intermediate “stem cell” stage. This suggests that the pluripotency factor network may be dispensable, and that the direct ncRNA-mediated transformation of somatic cells may be a viable strategy for therapeutic purposes.

25.3.3 Epigenetic Mutations and Somatic Cell Mosaicism

A major barrier to the adoption of stem cell therapy is that stem cells develop epigenetic mutations, and that these may persist and influence differentiation patterns, cancer transformation, and premature stem cell senescence. For example, researchers have reported the loss of X-chromosome inactivation in well-established human embryonic stem cell lines [80] suggesting that stem cells can experience epigenetic drift. Loss of expression of the ncRNA, XIST, is related to the loss of X-chromosome inactivation and to the resistance of cancer to chemotherapy [81] suggesting that disruptions in epigenetic programs may promote the
emergence of cancer stem cells. We [71] and others [54] have shown that ncRNAs coded within imprinted genomic regions, and methylation patterns in stem cells are both sensitive to teratogens like ethanol. This suggests that the environment can reprogram epigenetic controls over stem cell renewal and maturation.

Most epigenetic changes do not lead to alterations in the primary sequence of genes and are potentially reversible. However, some epigenetic mutations do lead to genetic mosaicism in somatic stem cells, potentially leading to permanent alterations in differentiation. The retrotransposon genes, which constitute approximately 45% of the sequence of the human genome [82] are a good example of how mutations in the epigenome may produce genetic drift among somatic cells, and perhaps even among stem cells. Long interspersed element 1 (LINE-1) retrotransposons code for RNA molecules that can be reverse-transcribed and reinserted into genes to alter their function either subtly, by altering promoter regions for example, or fundamentally, by shuffling exon structure of protein-coding genes [82]. Retrotransposons are normally silenced in stem cell genome by piRNAs [45] and by recruitment of DNA methylation mechanisms [83]. Recent research has shown that LINE-1 retrotransposons are activated during neural stem cell differentiation [84] and IPSCs obtained from patients with diagnosed mutations in Methyl CpG binding protein-2 (MeCP2) exhibited increase LINE-1 activity during neural differentiation [85].

Collectively these data show that not only are epigenetic mechanisms and RNA networks needed to maintain chromosome stability in stem cells, but that evolution may have equipped mammalian and primate stem cells to actually utilize chromatin destabilization mechanisms to drive genetic diversification of somatic cells during the process of stem cell differentiation. However, epigenetic mutations may contribute to senescence of adult tissue stem cells, compromising their regenerative capacity [22]. Moreover, epigenetically driven genetic diversification of somatic cells means that these cells may not be equipped to recapitulate native pluripotency states of embryonic stem cells derived from the blastocyst. For example, a recent study showed that IPSC cells derived from muscle-derived pericytes retained their epigenetic programming, and preferentially differentiated into muscle tissue [86]. Similar fate preference was shown for IPSCs derived from pancreatic beta cells [87]. Therefore IPSC-type stem cells may have limited functional therapeutic applicability to replacement of their tissues of origin.

25.4 FINAL COMMENTS

This real potential for stem differentiation for tissue repair and engineering in human populations was emphasized by an early clinical report [88], outlining the steps towards engineering a functional mandible in a human patient. In this study, the authors impregnated an artificial mandible-shaped, titanium-encased bone mineral matrix, with patient-derived bone marrow (rich in adult mesenchymal stem cells) treated with bone morphogenetic protein-7 (BMP7). The authors were able to show vascularization, osteogenesis, and successful functional engraftment of the engineered mandible into a patient. BMPs are now used clinically to induce bone formation and agents, by programming adult mesenchymal stem cells [89], showing that the guided differentiation of restricted-potential adult stem cells has practical value. The generation of embryonic stem cells and patient-specific stem cells by IPSC technology also bears significant promise, at least in animal studies of a variety of disease model systems (for example [90–93]). A clearer understanding of the epigenetic landscape of the stem cell during renewal and through successive stages of maturation will be a critical requirement for the development of effective stem cell therapy.
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26.1 INTRODUCTION

Conrad Hal Waddington, in 1942, was the first to define epigenetics as “the branch of biology which studies the causal interactions between genes and their products, which bring the phenotype into being”. At that time, the biochemical nature of genes was unknown as well as their role as repositories and transmitters of the genetic information. Waddington imagined the epigenetics as a conceptual model to explain his theory sustaining that different interactions between the genes and their surroundings (or, we could say their “environment”) could result in different phenotypes, starting from the same genetic material. He used the metaphor of the “epigenetic landscape” to explain the biological development. Waddington stated that cell fates were established during the development similarly to a stone (a marble) that rolls down from high places to the point of lowest local elevation; the increasing irreversibility associated with cell-type differentiation was imagined as due to ridges, rising along the slope where the stone is rolling down, directing the marble into different valleys [1].

More recently, Holliday defined epigenetics in a more formal way as “the study of the mechanisms of temporal and spatial control of gene activity during the development of complex organisms” [2]. According to this definition, the term “epigenetic” could be used to describe anything other than a DNA sequence itself that is able to influence differentiation, physiology,
and the fate of a cell or of a whole organism. Actually, the present use of the term is more narrow, referring to the combined epigenetic modifications of a given domain of DNA sequence, characterized by heritability (over rounds of cell division and sometimes trans-generationally), that do not involve changes to the underlying DNA sequence. On this basis, epigenetics was recently defined as “the study of any potentially stable and, ideally, heritable change in gene expression or cellular phenotype that occurs without changes in Watson—Crick base pairing of DNA” [3]. Epigenetic modifications include (among others) methylation of cytosine residues of DNA and post-translational modifications of the histone proteins. Specific combinations of epigenetic modifications determine the conformation of the chromatin fiber, thereby having the possibility to regulate the transcriptional potential of the associated genes.

Despite the advances in our knowledge about cell differentiation and epigenetic phenomena, and with the unavoidable adjustments and corrections, Waddington’s model still represents a nice visualization of the epigenetics. As a matter of fact, it appears really useful to suggest that aging processes are particularly prone to epigenetic mechanisms. The notion Waddington could not know, indeed, was that once differentiation has been completed (i.e. the “lowest local elevation” has been reached) cell fate could be not definitive; on the contrary, the phenotype of differentiated cells still evolves either with the normal aging processes or as a consequence of external (pathogenic) stimuli. To resume and apply Waddington’s model to the aging, we can imagine that erosive processes can change the shape of the slope and of the surroundings of the stone, causing the reprise of its rolling down through new ridges and valleys. According to this view, the terminally differentiated cell is subjected to “environmental” stimuli (originated either from the organism itself or from the external environment) able to induce changes in gene expression through epigenetic mechanisms. The higher the mountain, the longer the slope; consequently, the stone encounters many more possibilities to be subjected to changes of directions and shape. This view recalls the idea that a longer life (of a cell or organism) is associated with a more frequent probability that epigenetic changes arise, possibly causing aging-associated dysregulation. On the basis of this metaphoric view, aging (and aging-associated diseases) represents the inevitable companion of a long life. Fortunately, epigenetic modifications are, by definition, reversible; consequently, they are potential targets for pharmacological interventions aimed at re-establishing the correct epigenome. Interestingly, recent evidences indicate that the epigenome can be also modulated by non-pharmacological interventions like diet, physical exercise, lifestyle, and behavioral stresses.

In the present chapter, evidences related to the connection between epigenetics and aging are presented and discussed in the light of the most recent advances in this field of biomedical research. Particular attention is devoted to the aging brain, which appears to be the organ most interesting in normal and pathological aging processes, due to the relevance of neurodegeneration among the age-associated diseases and to the recent scientific evidences indicating substantial involvement of epigenetic phenomena in brain aging.

### 26.2 GENES AND AGING

A common saying among geriatricians sounds like “Life is a chronic disease with unpropitious outcome”. Probably, being faced daily with aged and diseased patients negatively influences the humor and mood of clinicians and researchers working on aging, but the sentence is undeniably correct. Indeed, humans cannot escape (as far as we know) aging and, in that case, aging-related diseases [4]. Aging, although not considered a disease, is itself associated with progressive, cognitive, physical, and physiological impairment; moreover, many diseases are age-related. The main risk factor for late-onset Alzheimer’s disease (LOAD), for instance, is aging, since the incidence of the disease is constantly increasing with age [5].

As a matter of fact, the evolution of the human species has allowed the possibility to constantly improve life quality, particularly in terms of better hygiene, nutrition, protection, and medical
care. These improvements contributed not just to the increase in average life expectancy but also, in many cases, to reach and spend the oldest age in better physical and cognitive condition than in the past. Despite this progress in life expectancy, it is interesting to note that almost no progress was observed for the oldest age that it is possible to reach (the “maximum lifespan potential”); moreover, in association with the increased life expectancy, many (and sometimes new) diseases show an increased morbidity dependent on aging [6].

The existence of a genetic determinant of life duration is supported by the apparent impossibility of going beyond a certain maximum lifespan potential and also by the observations indicating that this potential seems to be determined and characteristic for each species. This information induced the theory that even if we could cure or prevent the diseases most responsible for human death, we will be able to just further extend life expectancy, but won’t be able to significantly overcome the maximum lifespan potential determined by the advent of fatal age-associated physiological impairment [7]. This hypothesis depicts the age-related diseases, mainly the neurodegenerative diseases, as the price to pay to survive cancer; in other words, the organism has two possible fates during aging: facing cells prone to errors that would shift toward a relatively longer (cancerous) life, or coping with the progressive cell impairment and death due to physiological cellular degeneration.

Molecular and cellular degeneration, resulting in the aging of the whole organism, are often evident and clearly observable, although the initial and causal molecular mechanisms are difficult to study because of their extreme complexity, interconnections, presence of side effects, and concurrent external and environmental factors [8]. The study of the picture representing the age-associated diseases is complicated by the possible early start of the pathological mechanisms, possibly initiating in early age, and also by the above-cited difference in the regulation of aging mechanisms in different organisms, which makes it difficult to use surrogated animal models to study human aging.

In this context, it is not easy to hypothesize a unifying and comprehensive theory of aging. Initially, it was postulated that biological aging was dependent on changes residing in the information-containing molecules, leading to formulate the “error theory”, the “redundant message theory”, the “codon restriction theory”, and the “transcriptional event theory” [9]. In a second moment, the attention of the researchers has been shifted to the hypothesis that possible “gerontogenes”, mainly involved in DNA repair, could be responsible for cellular senescence [10]. To summarize, it is possible to differentiate two major groups of theories: stochastic and genetic; however, it becomes evident that these groups could be, in some cases, not mutually exclusive.

A list of the principal theories explaining causes and possible mechanisms of aging is reported here [8,11]:

1. Evolutionary: evolution presses the organisms to reach the reproductive age, procreate, and care for the offspring. According to this point of view, the physiology of an organism after the end of the reproductive period could be the manifestation of the epigenetic events occurring on the basis of the genetic development during the previous stage of the life. The conclusion is that cellular senescence could be the price to pay in order to avoid other damage, like tumorigenesis, potentially caused by the prolonged expression of the genes involved in the reaching of reproductive fitness [12].
2. Stochastic: the stochastic theories are generally based on the idea that aging is caused by casual damage to cell molecules, particularly to DNA.
   2.1. Mutation and repair: DNA is subjected to continuous damage that induces mutations. The effect is cumulative and becomes increasingly evident because of the loss of the DNA repair ability [9].
   2.2. Error-catastrophe: casual errors in the synthesized proteins are normally bypassed by the normal molecular turnover, but errors in the molecules involved in protein or DNA synthesis or in postsynthetic modification could represent the start of a process...
of error amplification, resulting in the accumulation of the wrong molecules able to interfere with normal cell physiology [13].

2.3. Protein modification: the worsening of the enzymatic activities in aging could be a consequence of the altered postsynthetic modifications, altered turnover and proteins cross-linking [13].

2.4. Oxidative stress: this is one of the most investigated areas of cellular senescence; the involvement of free radicals and the alteration of the oxidative status in aging has been characterized in several models and organisms and in different pathologies associated with older age, like Alzheimer’s disease and Parkinson’s disease. The balance between pro- and antioxidants in the cell is finely and complexly regulated and the impairment of this regulation is critical to mitochondrial, cellular, and tissue physiology during aging [14].

3. Genetic: in the genetic (or developmental) theories, aging is considered as a programmed and genetically controlled process of maturation, successive to the development of the organism or cell. These theories are supported by the elevated species-specificity of the maximum lifespan but are in contrast with the variable control and manifestation of aging in different individuals of the same species.

3.1. Longevity genes: there are several evidences about the existence of genetic elements able to regulate senescence, in particular responsible for the regulation of the maximum lifespan. Studies regarding the role of genes involved in the increment of lifespan were primarily performed on “simple” eukaryotes like yeast and C. elegans, but significant data also arise from studies on D. melanogaster and rodents [15,16].

3.2. Aging syndromes: the existence of a number of human genetic diseases (Hutchinson’s syndrome, Werner’s syndrome, Down’s syndrome) displaying some characteristics distinctive of accelerated aging, lead to hypothesize that aging could be a kind of disease itself, regulated by specific genes. Recently, different transgenic mouse models showing aging phenotypes similar to those observed in humans were also settled [17].

3.3. Neuroendocrine theory: this is based on the importance of the hormones secreted in the brain (hypothalamic, pituitary, and adrenal hormones) in the regulation of organismic aging and on the decrement in brain neurons [18].

3.4. Immunologic theory: this is based on the decreased T-cell response and increased autoimmune reactions during aging [19]. As for the neuroendocrine theory, the weak point is that complex immune and neuronal systems are not present in simple eukaryotes although they show characteristics of aging comparable to higher organisms.

3.5. Cellular senescence: cellular cultures were used as a model for the comprehension of senescence processes due to their usefulness in studying the basic molecular mechanisms, unlike the whole organisms. Data on the genetic effectors responsible for the regulation of cell senescence sustain the hypothesis that organismic aging reflects the senescence of single cell lines or tissues. Cellular senescence is often indicated as “replicative senescence”, since the genes involved in this phenomenon are mainly genes related to the replication machinery and since the cellular senescence becomes evident through decline in growth rate and proliferative activity and alterations in the signal transduction and adaptive response pathways. All these alterations characterize a senescent cell growth status, which is quite different from the young cells [20]. The first event characterized as a potential cellular clock was the mechanism of telomere shortening [21]. The function of telomeres (sequences of non-coding DNA at the end of chromosomes) is to avoid the degradation of coding regions and fusion with other DNA sequences; the reduction of the telomeric length with cell aging is the main evidence in cellular senescence. Another two genes of the replicative machinery, retinoblastoma and p53, are well known to be involved in cell senescence; their activity is generally increased in senescent cells [22]. The complexity of the mechanisms of cell cycle progression and the balance between positive and negative regulators is due to the importance of this regulation in order to avoid the
onset of tumorigenic events in the cell. These data are consistent with the hypothesis that cellular senescence has evolved as a mechanism of tumor suppression [8].

3.6. Cell death: strictly linked to the mechanisms of cellular replication and senescence, the mechanism of apoptosis is considered as a cause of aging since it consists of a process of active, gene-dependent and injury-independent cell death [23]. More recently, evidence that epigenetic mechanisms could have a role in cellular degeneration and aging has been supported by technical advances allowing a detailed study of the epigenome and of the epigenetic mechanisms and by the discovery of a complex, non-Mendelian, nature of many age-associated disorders.

In yeast and mice, significant changes in gene expression during cellular degeneration are related to significant and net loss of heterochromatin, with consequent overexpression of heterochromatin-associated silenced genes [24]. Changes in chromatin structure are associated with epigenetic modifications that consist of DNA methylation, DNA hydroxymethylation, histone post-transcriptional modifications (methylation, acetylation, and phosphorylation), and ATP-mediated chromatin modifications. DNA is associated with euchromatin in actively transcribed loci in proliferating cells; these loci mainly contain genes involved in cell growth regulation and in basal cell metabolism [25]. For this reason, it has been proposed that loss of repressive chromatin domains (heterochromatin) may contribute to cellular degeneration and aging processes.

The observed heterochromatin loss is in agreement with, and apparently linked to, the generally observed loss of DNA methylation in the elderly [26,27]. Other experimental evidence also points out the spreading of DNA methylation and the presence of hypermethylated DNA in senescence and cancer [28,29]; on the one hand, these contrasting data stress the complexity of the epigenetic phenomena and contribute to confound the picture but, on the other, the contrast can be clarified when DNA methylation is analyzed at a sequence-specific level in regions and sequences undergoing changes of methylation during aging. Observed global changes in DNA methylation, at genomic level, could indeed be due to changes in methylation of bulk or non-regulatory DNA regions. The role of these changes is not yet ascertained and we cannot conclude it is directly associated with changes in gene expression, unlike methylation changes in promoters and other regulatory DNA sequences. However, the evidence about the general DNA methylation decreasing in proliferating cell cultures and in normal organismic aging, but not in immortal cell lines, and the concurrent impairment of the DNA methyltransferase activity, stress the hypothesis that DNA methylation is susceptible to aging-linked variations and that these variations have a specific role in the aging processes [30]. One of the main questions to be ascertained in this sense involves the “cause or consequence” role of DNA methylation in aging.

DNA methylation is strictly related to histone modification and “packing”; in turn, histone modifications can influence gene transcription by modulating chromatin assembly. Histone acetylation is the most studied modification; it is regulated by the classical histone deacetylases (HDAC) family and by the SIR2 (silent information regulator) family. It is worthwhile to underline that the SIR2 family was also identified as being involved in the regulation of lifespan in other eukaryotes [31,32].

Other epigenetic modifications, as histone methylation and ATP-mediated chromatin remodeling, are not yet well characterized for their role in cellular degeneration and aging, but, as a matter of fact, it was shown that euchromatinization of specific domains or, vice versa, heterochromatinization of specific growth genes, due to alterations in balance of chromatin modifying molecules, is modulated during aging [33].

Besides their role in normal cellular senescence, epigenetic mechanisms are also to be considered in the light of their association (DNA methylation in particular) to cancer onset and development, since it is well known that cancer onset increases with aging.
Methylation, aging, and cancer are representatively connected in the observed CpG island methylation increasing associated to the estrogen receptor (ER) gene, which resulted aged-associatedly in the normal human colonic mucosa. ER gene hypermethylation was also found in all colonic tumors examined including small adenomas, suggesting that methylation-dependent inactivation of the ER gene in the aging colorectal mucosa is one early event in colorectal tumorigenesis. Other CpG islands in promoter regions of several genes exhibit age-related hypermethylation in colon mucosa [29,34]. Most of the CpG islands found hypermethylated in primary colon tumors were hypermethylated to a lesser extent in the aging colon, but a minor number of islands were hypermethylated only in subsets of colon cancers. These findings stress the hypothesis that two kinds of methylation exist: (1) one age-related methylation, presents in the normal mucosa as a function of the age and (2) a cancer-related methylation, not observed in normal colon. The mechanisms responsible for the concurrent induction of global DNA hypomethylation and sequence-specific increase in de novo methylation with aging are still an open field of research. It is well known that different DNA-methyltransferase (DNMT) enzymes with peculiar functions exist. Maintenance methylation of hemimethylated DNA during cellular replication is guarantee by DNMT1, which is the most abundant. Other DNMTs (namely, DNMT3a and DNMT3b) have a high affinity for unmethylated DNA and were, for this reason, indicated as de novo methyltransferases, able to methylate DNA without pre-existing hemimethylation. These methylation mechanisms are schematized in Figure 26.1. Since the levels of DNMT1 decrease with aging, it can be hypothesized that the overall decrease in DNA methylation can be referred to maintenance methylation, whereas the sequence-specific increase in de novo methylation depends on the increased activity of the other DNMTs [35]. The observed general decrease in total genomic methylation with aging in different organisms and the apparently finite number of cell divisions characteristic of most somatic cells stress the view of overall DNA methylation (or even methyl-cytosine residues) loss as a cellular countdown mechanism to trigger normal cellular senescence or degeneration.

More recently, thanks to the power of the genome-wide studies comparing younger to older subjects, it was possible to confirm on a large-scale basis that methylation changes (both in the direction of hyper- and hypo-methylation) are associated with aging, both in humans [36–38] and in animal models [39]. Even after these recent results, the idea that the methylation status of a larger part of the examined genes and sequences seem unchanged during aging [35] is, so far, still preserved. This is not at all, of course, a “negative” or controversial result for the disciples of the epigenetic theory of aging, but it just points out the idea that the age-associated epigenetic drift targets specific genes involved in aging processes. The alterations in CpG island methylation are crucial to modulate the binding of transcription factors and methyl-DNA binding proteins. Aberrant methylation of CpG islands in the promoter region may contribute to the progressive inactivation of growth-inhibitory genes during aging, resulting in the clonal selection of cells with growth advantage towards cancer development.

DNA methylation also presents a link with the regulation of telomerase activity, another key factor in the regulation of senescence. Human telomerase consists of an RNA component (hTR) and a catalytic subunit with reverse transcriptase activity (hTERT). Most differentiated somatic cells lack detectable telomerase activity, in contrast to the high activities found in immortalized cancer cells, germline cells, and stem cells and the high GC content of the hTERT promoter indicates that DNA methylation may be important in controlling hTERT expression. One emerging theory indicates that telomere control and DNA methylation may be strictly involved in the aging processes; in fact DNMT1 expression results decreased in aging human fibroblasts, with consequent decreasing of methylation activity in the cells, but hTERT was able to activate DNMT1 expression avoiding the loss of methylation [40].

All the above-reported data evidence that the methylation pattern established during the development is not stable or definitive in adult life and, in particular, during aging. Therefore,
The epigenetic approach seems promising for the understanding of the mechanisms that regulate aging and age-related diseases, whereas the consideration that the preservation of epigenetic patterns may help in maintaining a healthy status could provide the basis for a therapeutic and preventive action.

**FIGURE 26.1**
Schematic representation of the DNA methylation reactions: maintenance methylation, passive demethylation, de novo methylation, and active demethylation. (A) After rounds of cell divisions, methylated sequences result in demethylated neosynthesized DNA molecules (passive methylation) unless the maintenance methylase activity guarantees the transmission of the methylation pattern retained by the parental DNA strand. (B) De novo methylase activity has the ability to methylate DNA sequences independently on the presence of methyl groups in one of the two strands, whereas active demethylase activity has the ability to remove methyl groups; both these activities can be exerted in absence of cellular replication. This figure is reproduced in the color plate section.
26.3 THE DYNAMIC METHYLOME

The idea that epigenetic changes are responsible for aging and age-related diseases directly implies that the epigenome is a dynamic entity, undergoing modulation after particular stimuli. DNA methylation was long considered as the repository of the epigenetic “message” since the methylation pattern could be transmitted to the offspring and, once established at the end of the developmental processes, could be maintained during cell replication in a semiconservative manner. This feature is permitted by the ability of the maintenance DNMT(s) to replicate in the newly synthesized DNA strand the methylation pattern of the parent strand. For the last two decades it was supposed that the only mechanism leading to DNA demethylation could be the passive, replication-dependent, loss of methyl moieties occurring when the maintenance DNMT activity was defective during cell replication. This hypothesis stressed the impossibility that DNA demethylation could occur in adult organisms, at least in non-proliferating tissues, depicting a DNA methylation pattern that is, once established, relatively fixed and stable [41]. These assumptions were initially contrasted by the identification of putative DNA demethylase activity (Figure 26.1) in different candidate proteins like 5-methylcytosine-DNA glycosilase, Gadd45a, MBD2, MBD2b, MBD3, MBD4 [42–48]. It was even evidenced that DNMTs could be associated with demethylase activity [45,49,50]. Among these putative demethylases, MBD2 is the best characterized thanks to the pioneering work by the group of M. Szyf: they hypothesized that MBD2 can directly bind to methylated CpGs removing only the methyl group without the cytosine excision postulated by others [46]. Data are still not definitive and the possibility that MBD2 could interact with other (effectors) proteins could not be excluded; if the real nature of the active DNA demethylase is not yet definitely revealed, the existence of such enzymatic activity cannot be ignored any longer [51]. In our laboratory, we obtained earlier indirect indications that rapid demethylation, not compatible with the time necessary for cellular replication, occurred at a specific CpG site of myogenin gene promoter during myogenic differentiation in vitro [52]. More recently, we obtained evidence, in the same experimental system, that DNA demethylation pattern of myogenin gene promoter is regulated by a dynamic balance between DNA methylase and demethylase activities and that inhibition of DNMTs results in improved active demethylation, non necessarily dependent on DNA replication [53]. In a different experimental model, more strictly connected to age-related disease processes, we were able to demonstrate that DNA methylase and demethylase activities could be modulated in the adult brain. Using a transgenic mouse model of Alzheimer’s disease we showed that the inhibition of the metabolic pathway that generates the methyl donor S-adenosylmethionine resulted in the impairment of the methylase activities and the improvement of the demethylase activity in mice brain — a tissue known for its scarce cellular proliferation. On the contrary, the supplementation of the methyl donor resulted in increased DNA methylation and decreased DNA demethylation activities. These modulations had a direct effect on the methylation pattern of Presenilin1 (PSEN1) gene, which is involved in amyloid processing in Alzheimer’s disease [54,55]. We can therefore conclude that the methylation pattern of specific genes is not fixed in adults and non-proliferating tissues but undergoes dynamic regulation under appropriate stimuli.

26.4 EPIGENETIC DYNAMICS IN THE AGING BRAIN

The brain is certainly the human organ most hit by aging: it shows sensitive impairment in normal aging, and appears more prone than other organs to the occurrence of aging-related diseases. Neurodegenerative disorders represent the main class of age-associated diseases and, among these, Alzheimer’s disease represents the most prevalent form of neurodegenerative disease. Moreover, many of these disorders have been recently associated with epigenetic events. For this reasons, it seems of particular relevance in the discussion of the epigenetic changes occurring in the brain and observed in adulthood and aging: an excellent and comprehensive review of these mechanisms was recently published by J. Rogers and colleagues [56].
As previously discussed, the knowledge that postmitotic cells could present functional alterations of the methylation patterns is a quite recent acquisition. In recent years, it was demonstrated that dynamic and rapid (active) DNA methylation and demethylation are present in postmitotic cells and, in particular, in neurons [45,50,57] stressing the involvement of epigenetic processes in neuronal plasticity. The paper by Murgatroyd and colleagues [50] has to be considered as a milestone in this area. In their work, they demonstrated that early life stress in mice was associated with behavioral changes in adult life via a mechanism involving epigenetic modifications of hypothalamic neurons. Early exposure of mice to environmental stress during the first 10 days of life resulted in impaired avoidance learning, sustained hyperactivity of the hypothalamic–pituitary–adrenal axis, and corticosterone and pituitary adrenocorticotropin prohormone hypersecretion. These effects were linked to arginine-vasopressin (AVP) overexpression by parvocellular neurons of the hypothalamic paraventricular nucleus, and to hypomethylation of specific CpG sites within the AVP gene. The authors also showed the age-dependent hypomethylation of AVP gene at different CpG sites in control mice, although hypomethylation of CpGs within a CpG island included in the AVP enhancer region was responsible for AVP overexpression in mice that underwent the early-life stress. Hypomethylation of this CpG island was specific to the paraventricular nucleus, suggesting a possible mechanism for the observed epigenetic change that involves the binding of MeCP2 protein to the CpG sites in this island. The authors finally demonstrated that phosphorylation of MeCP2 by calmodulin-dependent protein kinase II decreased MeCP2 occupancy of CpGs in the CpG island, enhancing gene expression. Experimental models taking advantage of early-life stresses represent promising approaches to study the modification of adult stress response, cognition and behavior, induced by epigenetic modifications [58,59].

A different approach was used to study the age-dependent decrease of caspase-3 in rat brain, associated with alterations of the methylation pattern of specific CpG sites in the promoter of the gene [60]. The promoter sequence interested by methylation alteration lies in a region of the promoter necessary for its activity. This region is predicted to bind the transcription factors ETS-1 and -2, which are important, besides in controlling caspase-3 transcription, in regulating neuronal differentiation and death. Since these two factors seem not to be altered during aging, it is possible to appreciate the relevance of methylation status, mediating transcription factors binding and activity.

Dynamic changes of methylation patterns even showed cyclical regulation associated with cyclical activation/inactivation of transcription [45,57]. In this model, DNMT3a and 3b are responsible for deamination of methylated CpG sites, leading to a process of active demethylation mediated by an excision/repair mechanism; DNA demethylation induces gene transcription, followed by MeCP2 and DNMTs new recruitment responsible for new DNA methylation and gene silencing.

While much is known about DNA methylation mechanisms and the possible role of DNA methylation dysregulation has become an intense field of research in respect to aging and age-related neurodegeneration [61], little is known about the relevance to the aging processes of DNA hydroxymethylation, a relatively new epigenetic modification recently identified [62]. 5-Hydroxymethylcytosine (5-hmC) is generated by the action of the ten-eleven translocation enzymes (TET), which are able to hydroxylate methylated cytosines [63,64]. 5-hmCs is then formed after a previous cytosine methylation and is not efficiently recognized by methyl-binding proteins [65,66]. Unlike DNA methylation, hydroxymethylation is generally associated with euchromatinization and gene expression [67,68]. A role for this epigenetic modification in aging could be hypothesized on the basis of the work by Chouliaras and colleagues that recently showed an increase in hydroxymethylation in aging mouse hippocampus associated with increases in Dnmt3a levels [69]; interestingly, this increase was prevented by caloric restriction (CR) [70].
As for DNA methylation and demethylation, a recent study suggested that also histone acetylation and deacetylation are subjected to dynamic and rapid changes that can influence gene transcription [71]. Histone modifications are involved in several neurobiological processes in the differentiated brain, operating dynamic regulatory mechanisms in postmitotic neurons: post-traumatic stress disorders [72], addiction [73], choline acetyltransferase activity regulation [74], GDNF and BDNF transcription [75], and microglial apoptosis [76]. Moreover, histone modifications are known to be associated with different neurological and neurodegenerative disorders, including Parkinson’s disease [75], motor neuron disease [77], multiple sclerosis [78], and X-linked mental retardation [79].

Another class of molecules with transcriptional regulatory functions, today included in the list of the epigenetic mechanisms, is represented by the microRNAs (miRNAs). The study of these regulatory molecules is facing an increasing boost in the very recent times since miRNAs were found to be associated with different physiological and pathological processes, also involving the brain, and appear modulated in postmitotic neurons [80]. For example, miRNA-329, miRNA-134, and miRNA-381, which are induced by neuronal activity, seem to be essential for the dendritic outgrowth of hippocampal neurons [81] and were also investigated in various neurological disorders [82].

### 26.5 THE COMPLEXITY OF THE AGE-ASSOCIATED EPIGENETIC CHANGES

Both normal and pathological aging processes in the brain are characterized by increased DNA damage, synaptic dysfunction, brain shrinkage, structural brain changes, and cognitive decline [83–85]. As a matter of fact, specific brain regions such as cortex and hippocampus appear more prone to be interested by these aging-related changes [86–88]. This region-specificity could be also observed when alterations of gene transcription are analyzed. These alterations can be summarized, on the one hand, in down-regulation of genes devoted to maintain synaptic plasticity, neurotrophic support to neurons, neurotransmitter synthesis, and DNA repair machinery and, on the other, in up-regulation of immune-related genes [61,89,90]. A role for epigenetic mechanisms, which are responsible for regulating gene expression, is now clearly claimed in these aging-related changes [91–93].

As previously stated for Alzheimer’s disease, aging is the most evident risk factor associated with aging-related diseases [94]. Unfortunately, the causal or consequential nature of this association is not at all yet clear, although a number of possible concurrent alterations were identified both in normal and pathological aging: these include oxidative stress, sexual hormone effects, calcium dyshomoeostasis, neurotransmitter and glucocorticoid deregulation, neuroinflammation, diabetes-associated alterations, neurovascular deficits, toxic protein deposition, and transcriptional alterations of many genes [91,95–103]. Epigenetic modifications, being involved in aging-associated changes in different experimental models and organisms, could represent a link between normal and pathological aging [104].

As in other organisms [105], progressive, age-related and genome-wide DNA hypomethylation was observed in humans both in vivo and in in vitro models [106,107] and was associated with the concurrent DNMT1 impairment [35,108]. Age-associated loss of DNA methylation was also associated with the parallel increase in S-adenosylhomocysteine [109] causing the inhibition of methyltransferase reactions (as discussed in depth in the prosecution of this chapter). Besides this general loss of methylation, specific hypomethylation of both coding and non-coding regions was observed during aging.

As for non-coding regions, since these are normally repressed by methylation, it seems possible that hypomethylation processes activating repetitive sequences, retrotransposons, and endogenous retroviruses occurring with aging, could induce chromosome instability and retroviruses activation [110]. Moreover, a very recent paper evidenced that hypomethylation of
non-coding sequences like LINE-1 is possibly associated with neurodegeneration and, in particular, with LOAD [111].

The effect of the age-related hypomethylation on coding regions and specific genes in humans was also particularly studied in LOAD, probably because it is the most frequent pathology in older people. The work by Tohgi and his group, for example, showed hypomethylation of Amyloid Precursor Protein (APP) gene promoter in the brain of older people and also complex variations in methylation patterns of Tau and RAGE (Receptor for Advanced Glycation End-products) gene promoters [112–114]. Other researchers evidenced the age-dependent hypomethylation of regulatory regions of the immune/inflammatory antigen CD11a [115].

Examples of gene-specific hypermethylation related to aging were also evidenced, together with the silencing of the associated genes. This was particularly observed for genes associated with CpG islands like tumor-suppressor genes, ER genes, and insulin-like growth factor 2 [116,117].

The very complex draft of the age-dependent changes in DNA methylation patterns, representing both hypo- and hypermethylation events at specific DNA sequences, is further complicated by the presence of tissue-specific patterns. Once again, it is the brain that offers a clear example of this complexity, since it was demonstrated that methylation patterns are region-specific [118].

Finally, a further degree of complexity is added by the possibility that many of the above-discussed changes in the epigenome of the aging brain could have an unsuspected early (even developmental) origin. The theory that early-life events could induce epigenetic modifications that are phenotypically silent until middle or old age, accumulating potential toxic features (amyloid deposition, for example) during many years of asymptomatic state, is well summarized by the LEARn (latent early-life associated regulation) model of age-related neurological disorders [119]. Experimental evidence of this model was given by the above-mentioned effect of early-life stress that results in epigenetic modifications and behavioral deficits in adult age [50,59] and by the finding that early exposure of monkeys to Pb decreased DNMT activity and had effects on amyloid-beta (Aβ) deposition in late life [87]. Also, the work performed in our laboratory so far, seems to support the LEARn theory since we observed that early interventions on methylation machinery in AD transgenic mice are able to modulate PSEN1 expression and Aβ deposition [54,55,120].

### 26.6 HEALTHY AND PATHOLOGICAL AGING

The variability of age-associated cognitive change is related to many factors influenced by demographic, social, educational, medical, nutritional, and biological stimuli. Biological factors include both genetic and epigenetic mechanisms. Epigenetic modifications, such as DNA methylation and histone acetylation regulate replication and transcription and are responsible for chromatin (re)modeling, chromosome stability, and DNA imprinting. Among the different epigenetic modifications, DNA methylation plays a pivotal role; methylation homeostasis is fundamental for normal brain physiology, whereas the impairment of methylation reactions and particularly DNA methylation are associated with markers related to neurodegeneration. Moreover, epigenetic mechanisms are greatly involved in brain development during the early life and the adult neurogenesis and are also involved in the onset and development of AD and other neurodegenerative disorders [121]. The hypothesis that gene transcription in brain is epigenetically regulated by DNA methylation much more than tissue-specific expression in other organs is now largely accepted. This hypothesis is supported by the strong association between age-related low methylation status and cognitive deficits or neurological and neurodegenerative pathologies [4,26,27]. However, it is still not completely clear whether epigenetic changes actually represent a cause or a consequence of the disease. This gap is due to the high complexity of the epigenetic mechanisms and of their regulation.
during aging; moreover it is possible that epigenetic studies on pathological aging could be biased by the involvement of subjects in an advanced stage of disease or, in any case, subjects in which the epigenetic changes started even many years before the comparison of the first symptoms. An active role for epigenetics in normal and pathological aging must meet two conditions: specific epigenetic changes must occur during aging and they must be functionally associated with the aged and/or the diseased phenotype. Assuming that specific epigenetic modifications can have a direct functional outcome in aging or age-related diseases, it is also essential to establish whether they depend on genetic, environmental, or stochastic factors [61]. Few objections could be moved to the statement that the two cited conditions (the specificity of the epigenetic changes and the functional association to a phenotype) are demonstrated in the relationship between aging and cancer. As a matter of fact, epigenetic modifications play a major role in cancer, influencing tumor outcome by interfering with key senescence pathways [122]. As for other physiopathological mechanisms, a direct and causal role can be, so far, just supposed; the complexity of the immune system, for example, opens the possibility to predict that a higher-order, supragenetic regulation is indispensable for generation of its constituents and control of its functions during aging [123].

In human brain, a recent study attempted to quantify the extent and the identity of epigenetic changes in the aging process. DNA methylation at >27,000-CpG sites throughout the human genome, was examined in frontal cortex, temporal cortex, pons, and cerebellum from 387 subjects between 1 and 102 years of age. The authors were able to demonstrate the presence of CpG loci, mainly associated to CpG islands, which showed highly significant correlation between DNA methylation and age; they also confirmed the positive correlation between age and DNA methylation level. Moreover, the loci showing the most significant association with age were physically close to genes and involved in DNA binding and regulation of transcription, suggesting that specific age-dependent DNA methylation changes could be responsible for regulating gene expression in the human brain [124].

A very intriguing and useful model to study normal and pathological aging is represented by the monozygotic twins discordant for the occurrence of age-related diseases. Monozygotic twin siblings share the same genotype because they are derived from the same zygote. Despite the appearance, they frequently present phenotypic differences, such as their susceptibility to disease. Recent studies suggest that phenotypic discordance between monozygotic twins could be at least in part due to epigenetic differences and factors changing over their lifetime. The epigenetic drift occurring during the development is probably resulting by a combination of stochastic and environmental factors [125]. One example is represented by a study on twins discordant for Lewy body dementia that allowed postulating that epigenetic factors could play a role in Lewy body pathology [126]. In another elegant work taking advantage of a rare set of monozygotic twins discordant for AD, it was possible to observe significantly reduced levels of DNA methylation in temporal neocortex neuronal nuclei of the AD twin. This result stressed the hypothesis that the effects of life events on AD risk could be mediated by epigenetic mechanisms, providing a more general potential explanation for AD discordance despite genetic similarities [127].

We can conclude that aging is a process characterized by genetic and epigenetic interactions, where epigenetics has an important function in determining phenotypic differences. Epigenetics also plays a key role in the development of diseases associated with aging and explains the relationship between individual genetic background, environment, aging, and disease [128].

26.7 ENVIRONMENT, EPIGENETICS, AND AGING
The discussion about the studies on monozygotic twins also helps to introduce another fundamental concept regarding epigenetic changes occurring with aging: it is the idea that
Epigenetic mechanisms could be triggered by environmental factors or, in a slightly different point of view, that epigenetics exerts the role of mediator of environmental stimuli. The term “environmental” encompasses, in this case, many different processes and conditions occurring outside but entering in contact with the organism. These environmental factors include, among others: stresses (physical and behavioral), nutritional factors, pollutants and pesticides, chemicals, metals, physical exercise, and lifestyle. All these factors are able to cause, in the organism, biological effects that could determine (or contribute to) the onset and progression of the disease; many of these factors were found associated with the induction of epigenetic changes, as depicted in Figure 26.2. Obviously, these factors become increasingly relevant with aging to the healthy or pathological status of an individual, due to the increased possibility to encounter different environmental “hits” or to cumulate the reiterated effects of one of these factors.

Since monozygotic twins are genetically identical, they are considered as ideal “experimental models” to study the role of environmental factors as determinants of complex diseases and phenotypes. As in the case of the above-mentioned study on twins discordant for AD, for example, the AD twin presented a history of contact with chemical species [127]. Another example of association between acute environmental stimuli and epigenetic-dependent disease phenotypes is given by the observed increase of CpG-island promoter hypermethylation in tumor-suppressor genes in the oral mucosa of smokers (reviewed in [125]). Environmental factors are increasingly claimed as responsible for neurodegeneration-related modifications; a link between environmental-induced epigenetic modification, oxidation, and repair of AD-related genes, was discussed in depth in a recent review [129].

One of the most intriguing interactions between environment and epigenome is represented by the discussed results evidencing that even an apparently “mild” environmental factor as the
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**FIGURE 26.2**

Many environmental factors can interfere with the organism, inducing epigenetic modifications. DNA methylation patterns established after developmental processes, for example, can be modified in sense of local and sequence-specific hyper- or (more frequently) hypomethylation. These alterations can be responsible for deviations from the normal aging processes, resulting in higher susceptibility to age-associated disease. This figure is reproduced in the color plate section.
behavioral stress (since it does not involve a physical contact of the individual with any chemical species), could result in a long-lasting alteration of epigenetic markers, leading to functional alterations. This surprising effect was very well demonstrated by the above-discussed study showing that perinatal behavioral stress in rats was responsible for altered AVP or BDNF expression, mediated by DNA methylation [50,59]. Another “mild” environmental factor that seems involved in the development of healthy or pathological aging is represented by the physical exercise. Physical exercise improves the efficiency of the capillary system and increases the oxygen supply to the brain, thus enhancing metabolic activity and oxygen intake in neurons, and increases neurotrophin levels and resistance to stress. Regular exercise and active lifestyle during adulthood have been associated with reduced risk and protective effects for mild cognitive impairment and AD. Similarly, studies in animal models show that physical activity has positive physiological and cognitive effects that correlate with changes in transcriptional profiles possibly mediated by epigenetic modifications [130].

Nutrition and diet represent another environmental factor that can exert its influence on aging. Dietary exposures can have consequences even many years later and this observation raises questions about the mechanisms through which such exposures are “remembered” and how they can result in altered disease risk. There is growing evidence that epigenetic mechanisms may mediate the effects of nutrients, micronutrients, and even non-nutrient dietary factors may be causal for the development of complex diseases [131]. Alterations in DNA methylation during aging can depend on alterations in dietary status and the great influence of nutritional components on health and lifespan it is largely accepted. Among the various mechanisms by which nutritional elements could affect the progress of aging, two pathways involve DNA methylation: the first involves the supply of metabolites of the S-adenosylmethionine cycle (and will be extensively discussed in the next paragraph), whereas the second is referred to elements able to directly modify the DNMT activity (selenium, cadmium, and nickel). However, other nutritional factors seem able to determine epigenetic modifications without directly perturbing the core of the methylation reactions. One example is given by the link between under- and overnutrition during pregnancy and the consequent (later in life) development of diseases such as diabetes and obesity. Epigenetic modifications may be one mechanism by which exposure to an altered intrauterine milieu may influence the onset of these disturbances much later in life. As a matter of fact, it was demonstrated that epigenetic modifications affecting processes important to glucose regulation and insulin secretion are present in the pancreatic β-cells and muscle of the intrauterine growth-retarded offspring, characteristics essential to the pathophysiology of type 2 diabetes. Moreover, epigenetic regulation of gene expression contributes to both adipocyte determination and differentiation in in vitro models [132]. The epigenetic connection between nutrition and age-related diseases was well presented by Tollefsbol and colleagues in relation to cancer onset [35], whereas the work performed in my laboratory in relation to the connection between nutrition and epigenetics in LOAD and the role of nutrition in the modulation of methylation reaction were summarized in a recent commentary [133] and will be here exposed more in detail.

26.8 EPIGENETICS AND AGE-ASSOCIATED DISEASES
Epigenetic modifications appear to be causative of, or at least involved in, an increasing number of human diseases. As previously discussed, a modern and developing concept points out the fetal or perinatal origin of adult diseases and the adaptation response to environmental stimuli leading to increased susceptibility to age-associated diseases [134]. Although the mechanisms mediating and expressing this “memory” of the early life throughout aging are not clearly unraveled, it is clear that an epigenetic basis exists. Apparently, the consequent increased susceptibility to the disease recapitulates as well the mechanisms typical of the decline observed in normal aging. The involvement of multiple organ systems in the pathological aging phenotype can be assimilated to the “frail syndrome”. Frailty is defined as a non-specific state of
global vulnerability reflecting multisystem pathology due to decreased adaptation to stressors and reduced functional reserve that becomes not sufficient to maintain and repair the aging body [135,136]. Clinically, frailty is characterized by low physical activity, global weakness, low muscle strength, fatigability, general slowness, and loss of weight [137]. As a matter of fact, frailty is strictly related to epigenetic mechanisms. It was demonstrated that global DNA methylation levels were correlated to the frailty status and that the worsening of frailty was significantly associated with DNA demethylation [138]. Identification of the role of epigenetic drift in the onset of frail status also represents the opportunity to underline the connection between epigenetics and other age-associated diseases. Part of the frail phenotype is, in fact, connected to other diseases typical of old age and characterized by evident epigenetic bases. As a matter of fact, significant high levels of inflammatory markers and activation of the clotting cascade were found in frail patients; these markers are, as is well known, also risk factors for cardiovascular diseases (CVD) [139]. An emerging theory identifies an epigenetic basis also for the chronic low-grade inflammation typical of aging, generated by the increase in the production of proinflammatory cytokines and other markers that lead to the definition of “inflamm-aging” status. This status is, in turn, comparable to frailty due to the multiorgan (brain, liver) and different tissue (adipose, muscle) contribution [140]. Finally, this complex picture involving inflammation and multiorgan contribution to the aged phenotype, finds a further piece of the jigsaw in the epigenetic basis of another complex disease like diabetes. Diabetes also involves alterations of the inflammatory markers and undergoes environmental influences mediated mainly by the nutrient intake; thus aging, frailty, nutrition, early life-events, and epigenetics are, once again, connected [134,141–143]. A very important concept emerging from these studies is that malnutrition is often associated with aging but that this deficit should be seen in terms of quality and variety of foods rather than in terms of quantity [141].

Epigenetics, disease, and aging are connected also in another complex relationship represented by the telomere attrition and the onset of cancer. Telomere attrition and mutations accumulate due to the deficit of the DNA repair machinery occurring with age is one of the main causes of age-associated genome instability. Telomeres are composed by G-rich repetitive DNA sequences (TTAGGG); these sequences are bound to complexes and specialized proteins, localized at the ends of linear chromosomes. Telomere length shortens with age as a consequence of decreased DNA methylation, until the minimal required length necessary to maintain telomere structure and function is reached [144–146]. The activation of the mechanism responsible for the maintenance of telomeric length (telomerase) is considered a hallmark of cancer while attrition is associated with the aging phenotype [147] depending on the response of the DNA damage checkpoint [148]; as previously discussed, the human telomerase reverse transcriptase gene (hTERT) is regulated by epigenetic mechanisms [149]. Recently, different models of transgenic mice deleted for the shelterin proteins (the major complex bound to telomeres) have been generated and could help the future study on the role of telomeric attrition and instability in aging and cancer [146]. Besides the epigenetic regulation of the telomeric length, cancer onset is clearly associated with epigenetics via the transcriptional repression of tumor-suppressor genes by CpG island promoter hypermethylation (reviewed in [150]); in addition to classical tumor-suppressor and DNA repair genes, cancer-associated hypermethylation also affects genes involved in premature aging and miRNAs with growth-inhibitory functions.

Epigenetic changes associated with aging and very often induced by environmental stimuli, seem therefore responsible for the possible onset of different, although strictly interconnected, pathologies typical of the elderly.

26.9 ONE CARBON METABOLISM

Studies on epigenetics exponentially increased, as results evident by the raise, from a scarce dozen in 1980 to over 5000 papers published in 2010, of PubMed citations involving
epigenetics. Despite this great increase, one could suspect that a real knowledge of the biochemical basis regulating epigenetic mechanisms (DNA methylation, for instance) is often missing in these works; as a matter of fact, we can see that PubMed citations in which “epigenetics” and “homocysteine” are both present are only 96 in the period 1980—2010. This observation can be considered as a clue that the biochemical pathway underneath the transfer of methyl groups (the most relevant epigenetic modification) is quite unknown, even though this pathway (known as “one-carbon metabolism”, being characterized by the transfer of monocarbonic units like the methyl group $-\text{CH}_3$) has a number of biochemical reactions comparable to ATP pathway.

One carbon metabolism, also known as the homocysteine (HCY) cycle, is a complex biochemical pathway regulated by the presence of folate, vitamin B12, and vitamin B6 (among other metabolites) and leading to the production of methyl donor molecule S-adenosylmethionine (SAM). A schematic and partial (focused on SAM and B vitamins) representation of this metabolic cycle is reported in Figure 26.3. SAM can donate the methyl group to different substrates (lipids, proteins, and DNA) being converted in S-adenosylhomocysteine (SAH), a strong competitive inhibitor of methyltransferases. SAH is then hydrolyzed to adenosine and HCY, a thiol-containing amino acid produced during the methionine metabolism via the adenosylated compound SAM, once formed is either converted to cysteine by transsulfuration (further leading to glutathione synthesis), remethylated to form methionine, or exported to blood [151–155]. In the remethylation pathway HCY is remethylated by the vitamin B12-dependent enzyme methionine synthase (MS) using 5-methyltetrahydrofolate as cosubstrate. Alternatively, mainly in the liver, betaine can donate a methyl group in a vitamin B12-independent reaction, catalyzed by betaine-homocysteine methyltransferase (BHMT). In the transsulfuration pathway, HCY can condense with serine to form cystathionine in a reaction catalyzed by the cystathionine beta synthase (CBS), a vitamin B6-dependent enzyme, and the cystathionine is hydrolyzed to cysteine (Cys); it is not known for sure whether this pathway
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**FIGURE 26.3** Schematic representation of the most relevant reactions comprises of the “one-carbon metabolism”, emphasizing a vitamin cofactors cycle (remethylation) and SAM-dependent DNA methylation (transmethylation). Met, methionine; SAM, S-adenosylmethionine; SAH, S-adenosylhomocysteine; HCY, homocysteine; CYS, cystathionine, GSH, glutathione; THF, tetrahydrofolate; MTHF, methyltetrahydrofolate; B12, vitamin B12; B6, vitamin B6; 1, methionine adenosyltransferase (MAT); 2, methyltransferase(s); 3, SAH hydrolase; 4, cystathionine—$\beta$—synthase (CBS); 5, methionine synthase; 6, methylenetetrahydrofolate reductase (MTHFR). This figure is reproduced in the color plate section.
is normally active in the brain, due to the lack of the enzyme γ-cystathionase, but a recent study demonstrated the presence of a functional (maybe alternative) transsulfuration pathway also in this tissue [156]. Cys is used for protein synthesis, metabolized to sulfate or used for glutathione (GSH) synthesis. The tripeptide GSH is the most abundant intracellular non-protein thiol, and it is a versatile reductant, serving multiple biological functions, acting, among others, as a quencher of free radicals and a cosubstrate in the enzymatic reduction of peroxides [157].

HCY accumulation causes the accumulation of SAH because of the reversibility of the reaction converting SAH to HCY and adenosine (Ado); the equilibrium dynamics favors SAH synthesis. The reaction proceeds in the hydrolytic direction only if HCY and Ado are efficiently removed. At least in brain and other tissues, SAH is a DNA methyltransferase inhibitor, which reinforces DNA hypomethylation [158]. Therefore, an alteration of the metabolism through either remethylation or transsulfuration pathways can lead to hyperhomocysteinemia, decreasing of SAM/SAH ratio (often indicated as the "methylation potential", MP) and alteration of GSH levels, suggesting that hypomethylation is a mechanism through which HCY is involved in vascular disease and AD, together with the oxidative damage [4,159,160].

26.10 ONE-CARBON METABOLISM IN AGING AND NEURODEGENERATION

Methylation of CpG dinucleotides plays an important role in regulation of gene expression in the brain. It was discovered that brain-specific promoter-related sequences are surprisingly enriched in CpG sites. This leads to the conclusion that it is likely that brain-specific transcription is regulated by methylation at an epigenetic level much more frequently than tissue-specific expression in other organs. Low methylation status is strongly associated with neurological and cognitive deficits. Many epidemiological studies have shown that factors connected to low methylation status such as elevated total homocysteine, low folate or low vitamin B12 levels are associated with increased risk of cognitive decline, dementia, and brain atrophy. In recent years, hyperhomocysteinemia has begun to be widely considered a risk factor in AD and this may be ascribed to alteration of the S-adenosylmethionine/homocysteine (SAM/HCY) metabolism [161]. Indeed, a frequently observed condition in AD-affected people is the increase in plasmatic HCY, sometimes along with a decrease in vitamin B12, B6, and folate uptake [162]. In AD, the loss of precise control through gene methylation may alter a delicate equilibrium among the three enzymes (α-, β-, and γ-secretases) known to be involved in the production of either amyloid-beta (Aβ) or other non-dangerous catabolites [163].

It is well established that α-secretase cleavage of APP does not produce the amyloidogenic peptides and that, on the contrary, they are produced by the activity of β-secretases that generate an N-terminal soluble fragment and a C-terminal fragment that is sequentially cleaved by γ-secretase to produce Aβ peptides [164]. The alteration of SAM/SAH ratio is tightly related to the altered expression of two genes involved in APP metabolism, finally producing the accumulation of Aβ peptide in the senile plaque. In the last 50 years, SAM has been shown to be perhaps the most frequently used substrate, after ATP, and therefore occupies a central position in human health, disease, and aging. SAM is known to be the primary methyl-donor present in eukaryotes and it is involved in methylation of target molecules as DNA, RNA, proteins, lipids, and polyamines synthesis [165]. SAM appears to be altered in some neurological disorders, including LOAD [26]. About 95% of SAM is engaged in methylation reactions. These metabolic alterations may be responsible for the generalized reduction of DNA methylation observed in aging, which can lead to overactivation of methylation-controlled genes. DNA methylation represents an important mechanism for epigenetic control of gene expression and the maintenance of genome integrity. Methyl deficiency results in global
hypomethylation of the genome. Hence, methyl deficiency leads to disturbances in gene expression. Interestingly, the aging process leads to similar changes in the methylation pattern.

**26.11 EPIGENETICS AND NEURODEGENERATION: THE ALZHEIMER’S DISEASE PARADIGM**

The sporadic form of Alzheimer’s disease (LOAD) is considered a multifactorial disease. Genetic, nutritional, metabolic, environmental, and social factors are associated with onset and progression of the disease [75,120,166] but, despite the extent of researches in this area, most causes of LOAD remain obscure. The complex, interconnected, non-Mendelian, etiology of LOAD suggests that epigenetic components could be involved and epigenetic modifications could represent candidate effector mechanisms mediating the above-mentioned risk factors in AD onset and progression. Despite the fact that it is already well known that epigenetic changes could act in several physiological and pathological processes, few papers pointed the attention on epigenetic regulation of aging and neurodegeneration. Nevertheless, it is evident that whereas genetic factors are clearly associated with the early-onset form of AD, epigenetic factors could be more easily linked to LOAD, since the epigenome is prone to changes during development and also aging [167–169]. As a matter of fact, the epigenetic mechanisms can be considered as a link between environmental stimuli and their effect on the genome and on the pathologies. For these reasons, LOAD research is facing an increasing interest in the study of epigenetic mechanisms possibly involved in the pathology [56,133,170]. Due to the large development of wide-scale analysis techniques and their application to the study of epigenome, it has been possible to demonstrate that DNA methylation in individuals changes over time [171]. Moreover, the DNA methylation pattern in human brain is different in different brain areas [120] and can dynamically change during the lifespan [172]. Finally, it has been demonstrated that the existence of epigenetic changes in LOAD patients can easily contribute to the onset and development of disease [173]. In particular, Wang and colleagues [173] evidenced that, among others, PS1 gene was differentially methylated and that there was a correlation between gene demethylation and LOAD. In agreement with this result, we also demonstrated that PSEN1 promoter demethylation is responsible for the overexpression of the gene [54,55,120].

As previously described, methylation metabolism is dependent on the “one-carbon” metabolism (Figure 26.3). High HCY and low B vitamin levels are positively associated with LOAD [174–176], even if the cause–effect relationship is still not completely demonstrated. In this scenario, epigenome modulation could represent the molecular link between hyperhomocysteinemia and LOAD course and onset [177–179]. Moreover, one-carbon metabolism alteration and consequent methylation reactions unbalance (i.e. loss of methyl groups) during aging represents one of the mechanisms by which environmental and dietary factors can promote LOAD [75,158,180–182]. Finally, the finding that one-carbon metabolism alterations can affect also tau processing [183] stress the hypothesis that this metabolism, and methylation reactions in particular, could retain a central role in LOAD, connecting both amyloidogenic and neurofibrillary pathways.

Two genes directly involved in AD showed changes in methylation pattern. It was demonstrated that the APP gene promoter was differentially modulated [184] and it was found hypomethylated in postmortem brains of AD patients [112,185]. Besides APP, also PSEN1 has been found hypomethylated both in AD patients [173] and in our experimental models characterized by unbalanced methylation pathway [54,55,120].

**26.12 AGED AD MICE AND EPIGENETICS**

These studies, spacing from specific gene to large-scale studies, both in LOAD patients and in experimental models, are very well summarized in two recent reviews [56,186]. Studies on
LOAD subjects evidenced that DNA methylation, the main epigenetic modification, is associated with Alzheimer’s mechanisms. Studies on experimental models, although not supported by a final proof in AD patients, had the fundamental value of investigating the molecular mechanisms linking DNA methylation to the onset and the progression of the AD-like features observed in these models. Several groups investigated the role of epigenetics in AD in different areas of cell biology as Aβ processing and scavenging, tau phosphorylation, inflammation, apoptosis, cell cycle dysregulation, and ApoE expression (summarized in [56]).

In our laboratory, during the last 10 years, we addressed our studies to the area of DNA methylation in human neuroblastoma cells [187,188] and then in a murine model of Alzheimer’s disease [120], developing an experimental model of nutritionally induced hyperhomocysteinemia. Taking advantage of the massive and rapid amyloid deposition of the TgCRND8 mice, carrying a double-mutated human APP gene, we were able to demonstrate that hyperhomocysteinemia induced by B vitamins deficiency (folate, B12, and B6) caused an alteration in SAM and SAH levels, inhibiting SAM-dependent methyltransferases. This alteration was responsible for dysequilibrium in the DNA methylation machinery consisting of the decrease of the methyltransferase and increase of the demethylase activities [54]. The DNA methylation impairment was correlated to the site-specific demethylation of PSEN1 promoter, with consequent gene overexpression [55]. Other studies found similar results in a different cellular model [189], also suggesting the role of DNA hypomethylation in the increase of PSEN1 expression and amyloid production.

If the involvement of DNA methylation in LOAD is now largely accepted, its causal or consequential role still remains to be ascertained [121,190]. One hypothesis is that alteration of methylation reactions could be dependent on other major pathways involved in LOAD onset, representing just a marker of the disease. Experimental evidences in this sense are given by the finding that exogenous Aβ 1-40 seems to induce the hypermethylation of the Neprilysin gene [191]. To prove that PSEN1 hypomethylation is a cause and not a consequence of the AD-like phenotype in our mouse model, we analyzed the methylation pattern in old mice (presenting increased Aβ pathology) versus young mice and in transgenic versus wild-type mice (which are not affected at all by Aβ pathology); our results (submitted at the moment this chapter was written) clearly indicate that PSEN1 methylation is not dependent on Aβ levels, since similar methylation patterns were found in young and old mice, both transgenic and wild-type. This result further stresses the idea that epigenetics plays a pivotal and fundamental role in the onset and progression of age-related diseases like LOAD.

26.13 CONCLUSION

The great technological advance in biomedical research makes possible the constant increase in our ability to study the extremely complex phenomena encompassing the different, but highly interconnected, epigenetic modifications. This ability opened the window, in recent years, on a previously hidden scenario where epigenetics retains a causal role in mediating the effects that environmental stimuli exert in the organism. This growing area of the science is particularly relevant to the study of aging-associated processes, because the aging organism is increasingly exposed to continuous and different external stimuli. Now that the window is open on the mechanisms possibly responsible for the shifting from healthy to pathological aging, new questions rise together with the first results. How many, and how long, stimuli are necessary to induce changes in the normal aging processes? In which manner does the organism translate these stimuli in processes that alter epigenetic modifications? Why do environmental-induced epigenetic changes have different tissue, cell population, genomic sequence, or even DNA site specificity? Alternatively, is this different susceptibility an endogenous characteristic of these tissue, cells, or sequences? Are these “toxic” epigenetic modifications really reversible? And, in this case, are these modifications “druggable”, in order to hypothesize epigenetic intervention and therapies? Deciphering the epigenome and its
relevance to the aging processes is probably one of the most promising challenges for the researchers in the coming years and, due to its extreme complexity, it surely requires the interaction of different skills and knowledge in an interdisciplinary effort.
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27.1 INTRODUCTION

Aging is a complex process resulting from the progressive reduction of an individual’s ability to maintain homeostasis and involving numerous factors centered on transcriptional changes with advanced age [1]. The genetic component of aging received initially all of the attention. However, epigenetic mechanisms including DNA methylation, histone modifications, and non-coding RNAs have now emerged as key contributors to the alterations of genome structure and function that accompany aging [2]. Aging is associated with increased stochastic deregulation of gene expression caused by errors in maintaining the established epigenetic patterns. Such stochastic changes in the epigenome were called “epimutations” by Robin Holliday [3].
Epimutations have been found to be crucially important as causal factors in the age-related increase in incidence of cancer [4], but can also play a pivotal role in driving other aging-associated diseases. It has been suggested that accumulation of epimutations over a lifetime is a major contributor to age-related decline of gene function [5]. However, the available data indicate that most of the detectable epigenetic modifications are systematic, and DNA responds to the environmental stimuli by modifying its epigenetic status in an adaptive manner, in order to maintain a proper functionality [6,7]. Gravina and Vijg [7] suggested that aging in part is driven by an epigenetic-mediated loss of phenotypic plasticity. Particularly, age-associated DNA hypomethylation can initiate chromosome instability while DNA hypermethylation in promoter regions suppresses expression of normal genes (e.g. tumor-suppressor genes).

Thus, theoretically, age-related hypo- or hypermethylation can impair or enhance normal gene responsiveness to environmental signals, in turn contributing to generalized functional decline and failure of homeostasis [7]. Such changes may be a result of an “epigenetic drift” caused by insufficient maintenance of epigenetic marks, but can also be induced by environmental factors. Fraga et al. [8] found that patterns of DNA methylation and histone acetylation diverge with age in all sets of monozygotic twins studied, but those twins who had different lifestyles, and had spent less of their lives together, were found to be the most epigenetically dissimilar. These results suggest that epigenetic divergence that occurs over a lifetime is not solely due to intrinsic epigenetic drift, but can be at least partially linked to environmental factors. Thus, age-associated changes in the epigenome could be seen as a process of laying down memories of the environments encountered throughout life. There are, however, specific stages of development during which the epigenetic landscape is more labile than it is during adulthood, therefore the environment with the potential for the most profound influence on epigenetic states is that encountered in prenatal life [9,10].

Recently, several new hypotheses have been proposed postulating the important role of early-life events in determining late-life diseases including cardiovascular disease, type 2 diabetes, osteoporosis, depression, cognitive impairments, and cancer [11–16]. According to the “developmental programming” concept proposed by Alan Lucas 20 years ago, events during critical or sensitive periods of development may program long-term or life-time structure or function of the organism [17]. The developmental origins of adult health and disease (DOHaD) hypothesis states that adverse influences early in development, and particularly during intrauterine life, can program the risks for adverse health outcomes in adult life [18,19]. This hypothesis has since been confirmed in a number of animal and human studies [20–23].

Increasing evidence has been accumulated indicating the important role of epigenetic regulation in developmental programming. The genome undergoes major epigenetic alterations during early development, when genome-wide changes in epigenetic marks orchestrate chromatin in a way destined to form different organs and tissues in the body. Once established, the epigenetic marks are stably maintained through somatic cell divisions and create unique, lineage-specific patterns of gene expression. In mammalian development, there are two main periods of epigenetic modification: gametogenesis and early embryogenesis [24]. During germ cell development, genome-wide DNA demethylation occurs followed by remethylation before fertilization. Early embryogenesis is then characterized by a second genome-wide demethylation wave, and patterns of methylation are re-established after implantation. The postfertilization demethylation and remethylation phases are likely to play a role in the removal of acquired epigenetic modifications, which can be influenced by individual genetic and environmental factors [25]. The epigenome is therefore likely to be particularly vulnerable to the adverse influences during gametogenesis and early embryogenesis [24]. Nutritional and endocrine factors have been repeatedly shown to be able to reprogram the epigenotype of the embryo [26,27]. In human beings, the window of epigenetic developmental plasticity extends from preconception to early childhood and involves epigenetic responses to environmental changes, which exert their effects during life-history phase transitions [28].
Presently, alteration in epigenetic pathways is considered to be a key mechanism connecting the early-life events with age-associated diseases including cancer, neurodegenerative diseases, and type 2 diabetes [29–32]. The accelerated adult atherogenesis associated with maternal hyperlipidemia is another example of the long-term epigenetic programming [33,34]. Dysregulation in epigenetic pathways can contribute to aging in general as well [2,28,35]. The role of early-life epigenetic events in developmental programming of adult disease and aging has been repeatedly reported in animal models. However, human data are comparably scarce. The purpose of this chapter is to provide a summary of theoretical models and recent research findings which indicate that early-life conditions can program human adult health and aging via epigenetic mechanisms.

27.2 INTRAUTERINE GROWTH RESTRICTION

It is well-established that intrauterine growth restriction (IUGR) induced by dietary manipulation, hypoxia, prenatal glucocorticoid administration, placental insufficiency, maternal stress, smoking, alcohol consumption, etc., can lead to postnatal abnormalities in cardiovascular, metabolic, and endocrine function in rats, guinea pigs, sheep, pigs, horses, and primates [27,36]. In humans, IUGR resulting in low birth weight and subsequent rapid catch-up growth has been repeatedly implicated as an important risk factor for the development of a variety of disorders including postnatal hypertension, glucose intolerance, obesity, type 2 diabetes, and cardiovascular disease, manifesting as late as decades later [27,37]. Multiple cohort studies have provided evidence that being born small for gestational age (SGA) increases the risk for adult diseases through various pathways of metabolic dysregulation. SGA infants can exhibit rapid postnatal weight gain (catch-up growth), altered body composition, increased visceral adiposity and low adiponectin levels which predispose to metabolic syndrome (a prediabetic condition associated with abdominal obesity, arterial hypertension, and insulin resistance), as well as to cardiovascular disease and type 2 diabetes mellitus in adulthood [38]. The precise mechanisms of IUGR-related metabolic programming are poorly understood. Recently, epigenetics has been proposed as an important mechanism for IUGR-associated programmed changes through environmentally induced changes in gene expression [39–42].

The DOHaD hypothesis has been investigated in a wide range of epidemiological and animal studies; these investigations highlight adaptations made by the nutritionally manipulated fetus that aim to maintain energy homeostasis to ensure survival. One consequence of such developmental adaptation may be a long-term resetting of cellular energy homeostasis via epigenetic modification of genes involved in a number of key regulatory pathways. For example, reduced maternal-fetal nutrition during early and mid gestation affects adipose tissue development and adiposity of the fetus by setting an increased number of adipocyte precursor cells [43]. The changes in the development of key endocrine axes including the reprogramming of the hypothalamic-pituitary-adrenal (HPA) axis and insulin-signaling pathways could be involved [44].

In adults born with IUGR, abnormalities in the circulating concentrations of insulin, insulin-like growth factors (IGFs), catecholamines, cortisol, and growth hormone (GH) were repeatedly observed [44,45]. Most of the present data regarding IUGR-related epigenetic modifications have been generated in animal experiments [40,41], while only few human studies have been carried out to date. Recently, Lee et al. [46] identified differentially expressed genes related to the glycolytic pathway between uncomplicated pregnancies and pregnancies with IUGR. They also compared the concentrations of insulin and IGFs in cord blood between the two groups. Microarray experiments identified increased expression of glycolytic enzyme-related genes, including lactate dehydrogenase C, dihydrolipoamide S-acetyltransferase, 6 phosphofructo-2-kinase/fructose-2, 6-biphosphatase 2, oxoglutarate dehydrogenase, phosphorylase, and IGF-2 and decreased expression of IGF-1 in placentas from pregnancies with
IUGR. There were significantly lower concentrations of glucose, insulin, IGF-1, and IGF-2 in the fetal cord blood of pregnancies with IUGR. Microarray analysis revealed increased expression of enzyme genes related to the tricarboxylic acid cycle pathway in placentas from pregnancies with IUGR. In the McCarthy et al. [47] study, microarray technology was used to identify genes, which may impair placentation resulting in IUGR. The RNA was isolated from both IUGR term placentas and normal term placentas. Microarray experiments identified increased expression of certain genes including leptin, soluble vascular endothelial growth factor receptor, human chorionic gonadotropin, follistatin-like 3, and hypoxia-inducible factor 2alpha in the IUGR. These results were confirmed by real-time PCR. The up-regulation of soluble vascular endothelial growth factor receptor and hypoxia-inducible factor 2alpha at this period in pregnancy indicate that placental angiogenesis is altered in IUGR and that hypoxia is a major contributor to maldevelopment of the placental vasculature. IUGR is known to be associated with increased expression of genes regulating both cell proliferation and the intrinsic pathway of apoptosis. Specifically, IUGR is associated with altered cell turnover in the villous trophoblast, an essential functional cell type of the human placenta. The intrinsic pathway of apoptosis, particularly p53, is important in regulating placental cell turnover in response to damage. In the recent Heazell et al. [48] study, p53 mRNA and protein expression were increased in IUGR, which localized to the syncytiotrophoblast.

Currently, a genome-wide epigenetic profiling has become feasible, and a recent study by Einstein et al. [49] employing such a strategy found that the umbilical cord blood cells of infants with IUGR demonstrate subtle but widespread DNA methylation changes across the genome. Einstein et al. [49] hypothesized that IUGR-related programming is mediated by permanent epigenetic alterations in stem cell populations, and focused their study specifically on DNA methylation in CD34+ hematopoietic stem and progenitor cells from cord blood from neonates with IUGR and control subjects. They found that changes in cytosine methylation occur in response to IUGR of moderate degree and involving a restricted number of loci. They also identify specific loci that are targeted for dysregulation of DNA methylation, in particular the hepatocyte nuclear factor 4alpha (HNF4A) gene, a well-known diabetes candidate gene, and other loci encoding HNF4A-interacting proteins. This genome-wide study suggests that many genes are epigenetically susceptible to alterations in maternal nutrition, and that comprehensive effects on the epigenome can be induced by mild as well as severe intrauterine insults. It gives the possibility that the epigenetic alterations underlying developmental programming are not restricted to a few specific genes. It is also possible that small but widespread epigenetic alterations induced by a poor intrauterine environment can persisted over a lifetime and hence can lead to the acceleration of an age-associated epigenetic decline [10]. A schematic diagram of hypothetical mechanisms potentially underlying the link between IUGR and its long-term adverse health outcomes is presented in Figure 27.1

27.3 FETAL MACROSOMIA

While the DOHaD hypothesis has focused on the adverse effects of maternal undernutrition, exposure to overnutrition in fetal life also results in a series of central and peripheral neuroendocrine responses that in turn program development of the fat cell and central appetite regulatory system [19]. Epidemiologic studies have found that higher maternal gestational weight gain is associated with fetal macrosomia (arbitrarily defined as a birth weight of more than 4000 g) and consequent risk for obesity and its cardiometabolic complications among offspring. There is also some evidence that epigenetic changes might occur in response to maternal overnutrition [50,51]. Altered epigenetic regulation can be induced by both maternal under- and overnutrition within genes that control lipid and carbohydrate metabolism and within genes involved in the central appetite-energy balance neural network [51].

In the context of the “small baby syndrome hypothesis,” it has usually been suggested that the relationship between birth weight and type 2 diabetes is inversely linear, implying that high
birth weight leads to decreased risk [52]. Applying different meta-analytic techniques, however, Harder et al. [53] found that the relation between birth weight and type 2 diabetes is not linearly inverse but U-shaped, and high birth weight was found to be associated with increased risk of type 2 diabetes in later life to the same extent as low birth weight. Perinatally acquired microstructural and epigenomic alterations in regulatory systems of metabolism and body weight seem to be critical, leading to a cardiometabolic risk disposition throughout life [54]. People with high birth weight also were shown to have higher death rates from both prostate cancer and breast cancer in adulthood [55]. According to the Trichopoulos hypothesis about the fetal origins of cancer, various perinatal factors including birth weight, birth order, maternal age, gestational age, twin status, and parental smoking can affect breast cancer risk in daughters by altering the hormonal environment of the developing mammary glands. Intrauterine exposure to the high levels of growth hormones was initially proposed as an underlying mechanism, increasing both cell proliferation and birth weight and predisposing to cancer in later life [57]. Both human and animal evidence suggest that exposure to obese intrauterine environment can epigenetically program the offspring obesity risk by influencing appetite, metabolism, and activity levels [59,60]. In the study by Gemma et al. [50], a positive correlation between maternal body mass index and the extent to which the peroxisome proliferator-activated receptor g coactivator 1-a (PPARGC1A) gene is methylated in umbilical cord blood of offspring was reported. Given that lipids act as both transcriptional activators and signaling molecules, excess fetal lipid exposure may regulate genes involved in lipid sensing and metabolism through epigenetic mechanisms [61]. A hypothetical model of relationships between fetal macrosomia and its adverse health outcomes is shown in Figure 27.2.

### 27.4 ENDOCRINE PROGRAMMING DURING INTRAUTERINE DEVELOPMENT

Hormones play a key role in regulating intrauterine development, and their concentrations and bioactivity change in response to the environmental challenges known to cause intrauterine programming. Undernutrition, hypoxemia, and other fetal stresses can alter both maternal and fetal concentrations of many hormones including glucocorticoids, catecholamines, insulin, GH, IGFs, leptin, thyroid hormones, and placental hormones such as the eicosanoids, sex steroids, and placental lactogen [27,28,36]. In general, IUGR-associated conditions lower anabolic hormone levels and increase catabolic hormone concentrations in the fetus [27,36]. These endocrine changes then affect fetal growth either directly or indirectly.
by altering the delivery, uptake, and metabolic fate of nutrients in the fetoplacental tissues. In utero manipulation of glucocorticoid, androgen, and thyroid hormone levels alters fetal development and has long-term consequences for cardiovascular, reproductive, and metabolic function [27].

**27.5 INTRAUTERINE GROWTH RESTRICTION AND REPROGRAMMING OF THE HYPOTHALAMIC–PITUITARY–ADRENAL AXIS**

Several experimental and human studies suggest that IUGR permanently resets the HPA axis that plays an essential role in the body's response to stressful events. Programming of the HPA axis involves epigenetic remodeling of chromatin, leading to alterations in the expression of genes in many organs and tissues involved in HPA activation and response, including the hippocampus and peripheral tissues [62]. HPA axis reprogramming may involve persistently altered expression of the hippocampal glucocorticoid receptor (GR), an important regulator of HPA axis reactivity, and postnatal changes in hippocampal GR variant and total mRNA expression may underlie IUGR-associated HPA axis reprogramming [63]. Crucial to proper infant growth and development is the placenta, and alterations to placental gene function may reflect differences in the intrauterine environment which functionally contribute to infant growth and may affect the consequent health outcomes. To examine whether epigenetic alterations of the GR gene are linked to infant growth, Filiberto et al. [64] analyzed 480 human placentas, and examined how differential methylation of the GR gene exon 1F is associated with fetal growth. A significant association between differential methylation of the GR gene and large-for-gestational-age (LGA) status was revealed. This work is one of the first to link infant growth as a measure of the intrauterine environment and epigenetic alterations of the GR gene and suggests that DNA methylation may be a critical determinant of placental function.

**27.6 EARLY-LIFE PROGRAMMING OF THE GROWTH HORMONE/INSULIN-LIKE GROWTH FACTORS AXIS**

The GH/IGF axis plays a fundamental role in somatic growth and cellular differentiation, as well as in metabolism and survival. The processes linking nutrition, metabolism, and growth are thought to involve a complex interrelationship among insulin, GH, IGFs, and insulin-like growth factor binding proteins (IGFBPs). Fetal insulin and IGFs are thought to have a central role in the regulation of fetal growth, and the IGFs and IGFBPs are shown to be nutritionally regulated in the fetus [65]. Fetal growth retardation leads to long-term abnormalities in the GH/IGF axis [27,36,65], e.g., subjects born SGA had significantly lower mean serum IGF-I,
IGF-binding protein-3 (IGFBP-3) and IGF-I/IGFBP-3 ratio in adulthood than those born appropriate for gestational age [66].

Intrauterine programming of the GH–IGF axis has been proposed as a potential candidate mechanism to explain the link between low birth weight and adult disease [13,65,67]. Accumulating data from experimental and molecular epidemiological studies indicate that growth factors may be important in the pathophysiological processes underlying adult-onset chronic disease, including type 2 diabetes, coronary heart disease, and cancer, and IGF-1 signaling is one of the key pathways implicated in aging and longevity [68]. Abnormalities in the insulin signaling pathway generate age-related diseases and increased mortality, whereas the GH/IGF-1 axis could potentially modulate human longevity [69].

A number of experimental and observational studies suggest that higher levels of circulating IGF-1 may increase risk of several cancers during adulthood including breast, colorectal, lung, and prostate cancers [70–73], and reduce risk of type 2 diabetes and coronary heart disease [67,74]. Overexpression of IGF-1 occurs in tumors diagnosed in childhood (osteosarcoma, Wilms tumor, neuroblastoma, etc.) and in adults (breast, ovaries, colon, and prostate cancer), and congenital IGF-1 deficiency acts as a protecting factor for the development of cancer [75]. Low-birth-weight infants, on the contrary, have low levels of IGF-1 [76] and high risk of insulin resistance and type 2 diabetes [77], ischemic heart disease [78], cognitive decline [79], and osteoporosis [80] in adulthood. Ben-Shlomo et al. [81] suggest that low birth weight followed by accelerated catch-up growth during infancy and childhood is associated with lower life course IGF-1 levels and this may act as one of the biological pathways linking early growth with adult insulin resistance, hypertension, and cardiovascular disease. Similarly, this pattern should be associated with decreased cancer risk and is consistent with the observational data on breast-feeding, which has been shown to be protective for IGF-related premenopausal breast cancers [73].

27.7 EARLY INTERVENTIONS TO PREVENT AND TREAT ENDOCRINE—METABOLIC DISTURBANCES

Several nutritional and hormonal interventions have been proposed to prevent and treat the endocrine—metabolic disturbances. Milk intake in childhood and in adulthood is positively associated with higher levels of circulating IGF-1, and higher circulating IGF-1 promotes linear growth. A recent study conducted by Martin et al. [82] indicated that milk consumption in childhood appears to have long-term, programming effects. Specifically, some studies suggest that the long-term effect of higher levels of milk intake in early childhood is opposite to the expected short-term effect, because milk intake in early-life is inversely associated with IGF-1 levels throughout adult life. The authors hypothesized that this long-term programming effect is via a resetting of pituitary control in response to raised levels of IGF-1 in childhood. Such a programming effect of milk intake in early life could potentially have implications for cancer and ischemic heart disease risk many years later. Early-life diet has been found to affect the risk of childhood leukemia. In the study by Tower and Spector [83], maternal dietary DNA topoisomerase II (DNAtd2) inhibitor intake was associated with infant acute myeloid leukemia with the MLL gene translocation. Increased intake of fruits and vegetables has been associated with decreased leukemia risk, and lack of maternal folate supplementation has been associated with increased childhood leukemia risk, possibly by causing DNA hypomethylation and increased DNA strand breaks. Administration of low-dose GH therapy, at a dose that minimizes the lipolytic effects of GH and has the ability to increase IGF-1 levels, were shown to enhance insulin sensitivity in young healthy adults and in GH-deficient adults and increases insulin secretion in individuals with impaired glucose tolerance [84]. IGF system is emerging as a promising new target in cancer therapy. Different strategies are being pursued to target this pathway. Several monoclonal antibodies and tyrosine kinase inhibitors targeting the IGF-1 receptor are in clinical development [85,86].
27.8 EARLY-LIFE NUTRITIONAL PROGRAMMING OF ADULT HEALTH AND AGING

There is increasing epidemiological evidence linking prenatal and early-life nutritional status to later adiposity and metabolic disease risk [87,88]. Different gestational dietary stressors (undernutrition, overnutrition, or a modified supply of key nutrients) can elicit similar metabolic responses in offspring [9]. High carbohydrate/protein ratio in the maternal diet was shown to be linked to impaired glucose homeostasis and raised blood pressure in offspring [89,90]. In the longitudinal studies conducted in the United Kingdom and Finland, it has been shown that subjects that were underweight at birth had high rates of coronary heart disease, high blood pressure, high cholesterol concentrations, and abnormal glucose—insulin metabolism in adulthood [52,91,92]. The authors suggested that a high carbohydrate intake in early pregnancy suppresses placental growth, especially if combined with a low dairy protein intake in late pregnancy, and such an effect could have long-term consequences for the offspring’s risk of cardiovascular disease [91].

While the molecular basis of prenatal nutritional programming is unknown, available animal and human data suggest that epigenetic changes in gene expression play a substantial role in the link between the maternal diet, and altered metabolism and body composition in the adult offspring [93–95]. According to the “epigenetic programming” hypothesis, suboptimal maternal diet induces epimutations in offspring during early embryonic development, and that altered expression of affected genes is maintained into adulthood, eventually affecting health [9]. Epigenetic mechanisms play a key role in mediating between the early-life nutrient inputs and the ensuing phenotypic changes throughout the entire life and seem to be responsible, in part, for the biological changes that occur during aging [96].

In animal models, maternal diet alters offspring body composition, accompanied by epigenetic changes in metabolic control genes. To study whether such processes operate in humans, Godfrey et al. [95] analyzed the associations of methylation status of 68 CpGs 5’ from five candidate genes in umbilical cord tissue DNA from healthy neonates with maternal pregnancy diet and with child’s adiposity at age 9 years. Replication was sought in a second independent cohort. In cohort 1, retinoid X receptor-α (RXRA) chr9:136355885+ and endothelial nitric oxide synthase (eNOS) chr7:150315553+ methylation had independent associations with sex-adjusted childhood fat mass and fat mass percentage. Regression analyses including sex and neonatal epigenetic marks explained >25% of the variance in childhood adiposity. Higher methylation of RXRA chr9:136355885+, but not of eNOS chr7:150315553+, was associated with lower maternal carbohydrate intake in early pregnancy, previously linked with higher neonatal adiposity in this population. In cohort 2, cord eNOS chr7:150315553+ methylation showed no association with adiposity, but RXRA chr9:136355885+ methylation showed similar associations with fat mass and fat mass percentage.

27.9 THE THRIFTY PHENOTYPE AND THRIFTY EPGENOTYPE CONCEPTS

In 1962, James Neel proposed the “thrifty genotype” hypothesis, the idea that the same genes that helped our ancestors survive occasional famines are now being challenged by modern life conditions in which food is plentiful [97]. Thirty years ago, in 1992, Hales and Barker suggested the “thrifty phenotype” hypothesis, the concept that environmental factors acting in early life, in particular undernutrition, might influence later risk of type 2 diabetes [98]. According to this hypothesis, undernutrition during in utero development results in long-term adaptive changes in glucose—insulin metabolism (including reduced capacity for insulin secretion and insulin resistance) that, due to an enhanced ability to store fat, improves survival under postnatal conditions of nutritional deprivation. However, windows of plasticity close early in life, and postnatal environmental exposures may result in the selected trajectory
becoming inappropriate, resulting in adverse effects on adult health. If mismatch exists between the environment predicted in utero and the actual environment experienced in subsequent life (e.g. excess food consumption), diabetes and other features of the metabolic syndrome will result. Fetal growth restriction followed by rapid weight gain during early infancy (“catch-up growth”) has also been proposed to play an important role in promoting central adiposity and insulin resistance [99].

Epigenetic regulation of gene expression is one mechanism by which genetic susceptibility and environmental insults can lead to type 2 diabetes. Several studies clearly show that environmental effects can induce epigenetic alterations, ultimately affecting expression of key genes linked to the development of type 2 diabetes including genes critical for pancreatic development and beta-cell function, peripheral glucose uptake, and insulin resistance, as well as atherosclerosis [100].

Recently, Reinhard Stöger used elements of the thrifty phenotype and thrifty genotype concepts to synthesize a “thrifty epigenotype” hypothesis [101]. According to this hypothesis, it has been postulated that: (1) metabolic thrift, the capacity for efficient acquisition, storage, and use of energy, is an ancient, complex trait; (2) the environmentally responsive gene network encoding this trait is subject to genetic canalization and thereby has become robust against mutational perturbations; (3) DNA sequence polymorphisms play a minor role in the etiology of obesity and type 2 diabetes — instead, disease susceptibility is predominantly determined by epigenetic variations; (4) corresponding epigenotypes have the potential to be inherited across generations; and (5) leptin is a candidate gene for the acquisition of a thrifty epigenotype. According to Stöger’s visual metaphor, the efficiency of anabolic metabolism (“metabolic thrift”) is built upon large gene networks that form a rigid canal. In the absence of nutritional extremes (either over- or undernutrition), metabolism develops into the healthy norm. However, under conditions of intrauterine malnutrition, compensatory epigenetic changes can be induced in adipogenic and energy metabolism gene networks, and this can change the shape of the canal in such a way that metabolic phenotype is optimized for survival in these conditions. If the “thrifty epigenotype” hypothesis is correct, then the “thrifty epigenotype” is anticipated to be present at significantly higher frequencies in human populations experiencing recurrent food shortages [101]. Individuals exposed to these conditions will have a characteristic epigenetic profile, which could differ markedly from those for residents of developed countries.

Leptin is thought to be one of the best thrifty gene candidates since it encodes a hormone regulating appetite and energy homeostasis [101]. Leptin is secreted by adipocytes, and serum leptin level is thought to signal nutritional status to the hypothalamus and thus help govern appetite and energy expenditure. Leptin has been shown to be implicated in nutritional programming during fetal and neonatal growth with long-term effects on susceptibility to obesity, diabetes, and coronary heart disease [102]. The failure of elevated leptin levels to suppress feeding and mediate weight loss in common forms of obesity defines a state of so-called leptin resistance. The mechanisms underlying leptin resistance remain a matter of debate, but there is increasing evidence that it may be programmed during the fetal and neonatal life [103]. The promoter region of the leptin gene is methylated in somatic tissues of human and mouse and displays epigenetic variation [104], and it is the gene for which proximal promoter demethylation has been shown to induce its transcription in mature adipocytes [105]. Recently, new evidence of the key role of leptin in epigenetic programming of human metabolic disorders was obtained. Bouchard et al. [106] examined the possibility of leptin gene epigenetic adaptation to impaired glucose metabolism during pregnancy by studying whether the DNA methylation profile of leptin gene is altered in the offspring of mothers with gestational impaired glucose tolerance. They have shown that placental leptin gene DNA methylation levels were correlated with glucose levels in women with impaired glucose tolerance, and with decreased leptin gene expression in the whole cohort studied. The authors hypothesized that increasing maternal glycemia results in fetal leptin gene DNA demethylation, which leads to higher mRNA levels and subsequently higher leptin levels, possibly promoting leptin resistance and obesity development.
27.10 PRENATAL FAMINE AND ADULT HEALTH OUTCOMES

The opportunities to directly examine the relationship between early-life nutrition and late-life disease are limited because few cohort studies have information from birth until old age. The strong evidence linking early-life conditions with adult disease risk has been accumulated from natural experiments, i.e. naturally occurring circumstances in which subsets of the population have different levels of exposure to a supposed causal factor [23]. The famine has multiple beneficial features for use as a natural experiment. A relationship between the prenatal exposure to the famine and various adverse metabolic and mental phenotypes later in life including a higher body mass index, elevated plasma lipids, increased risks of obesity, cardiovascular disease, and psychiatric disorders was found in a large number of epidemiological studies. The bulk of these data were obtained in observational cohort studies of the long-term health consequences of the prenatal exposure to the Dutch famine of 1944–45 and to the Chinese famine of 1959–61 [107–109]. These associations were dependent on the timing of the exposure during gestation and lactation periods. Early gestation seems to be an especially vulnerable period [110]. The mechanisms contributing to associations between the prenatal exposure to famine and adult health outcomes are still unknown but may involve the persistent epigenetic alterations [108]. In the Heijmans et al. [110] study, the level of methylation of the IGF-2 gene, a key factor in human growth and development, was estimated to examine whether the prenatal exposure to famine can lead to persistent changes in the epigenome. It has been found that individuals who were exposed to famine in early gestation had a much lower level of methylation of IGF-2 than controls 60 years after the exposure [110]. More recently, this observation was extended by the study a set of 15 additional candidate loci implicated in growth, metabolic, and cardiovascular disorders [111]. Methylation of six of these loci has been shown to be associated with in utero exposure to famine. IGF-2 was hypomethylated in individuals whose mothers were exposed to famine periconceptually, whereas interleukin-10, guanine nucleotide-binding protein, leptin, ATP-binding cassette A1, and maternally expressed 3(meg3) were hypermethylated. Taken together, these data indicate that differences in DNA methylation induced by exposure to prenatal famine may persist during the human life course. Moreover, Tobi et al. [112] investigated whether prenatal growth restriction early in pregnancy can be associated with changes in DNA methylation at loci that were previously shown by them to be sensitive to early gestational famine exposure. They compared 38 individuals born preterm (<32 weeks) and with a birth weight too small for gestational age (SGA, a proxy for intrauterine growth restriction), with individuals with normal postnatal growth. The DNA methylation levels of IGF-2, GNASAS, INSIGE, and LEP were 48.5%, 47.5%, 79.4%, and 25.7% respectively. Nevertheless, this was not significantly different between SGA and individuals with normal postnatal growth. Risk factors for being born SGA, including pre-eclampsia and maternal smoking, were also not associated with DNA methylation at these loci. Thus, growth restriction early in development was not associated with DNA methylation at loci shown earlier to be affected by prenatal famine exposure. Exposure to energy restriction during childhood and adolescence was also found to be associated with a lower risk of developing colorectal cancer. Within the Netherlands Cohort Study on diet and cancer, Hughes et al. [113] found that individuals exposed to severe famine during the Hunger Winter had a decreased risk of developing a tumor characterized by the (promoter) CpG island methylation phenotype compared to those not exposed.

27.11 EFFECT OF PRENATAL EXPOSURE TO METHYL DONORS ON DEVELOPMENTAL PROGRAMMING

It has been shown that organ-specific DNA methylation patterns established during the fetal period can be modified during the lifetime by the environment. Phenotypic changes through DNA methylation can be related to folate metabolism. One-carbon metabolism, using folate as a coenzyme, is important for methyl group transfer for DNA methylation. Whereas the aging
process is accompanied by alterations in DNA methylation, the diminished activity of DNA methyltransferases (DNMTs) can be a potential mechanism for the decreased genomic DNA methylation during aging, along with reduced folate intake and altered folate metabolism [114]. Current research suggests that compounds that serve as metabolic methyl group donors and cofactors (choline, betaine, methionine, folic acid, and vitamin B12) play a key role among the nutrients that alter the epigenetic status during the fetal development [115–118]. For example, Yajnik et al. [119] studied the association between maternal vitamin B12, folate, and total homocysteine (tHcy) status during pregnancy, and offspring adiposity and insulin resistance at 6 years in the Pune (India). They measured maternal nutritional intake and circulating concentrations of folate, vitamin B12, tHcy, and methylmalonic acid at 18 and 28 weeks of gestation. These parameters were correlated with offspring anthropometry, body composition, and insulin resistance at 6 years. Although short and thin, the 6-year-old children were relatively adipose compared with the UK standards. Higher maternal erythrocyte folate concentrations at 28 weeks predicted higher offspring adiposity. Low maternal vitamin B12 predicted higher risk of insulin resistance in children. The offspring of mothers with a combination of high folate and low vitamin B12 concentrations were the most insulin resistant. Consistent data were obtained in the Krishnaveni et al. [120] study, where low plasma vitamin B12 concentrations combined with high folate concentrations in pregnancy were associated with a higher incidence of gestational diabetes and later diabetes in Mysore (India).

The early-life dietary manipulation of methyl group donors (either deficiency or supplementation) can have a profound impact on the gene expression profile and, consequently, on the homeostatic mechanisms that ensure the normal course of physiological processes [117]. Recently, Steegers-Theunissen et al. [121] examined whether periconceptional maternal folic acid use and markers of global DNA methylation potential (S-adenosylmethionine and S-adenosylhomocysteine blood levels) in mothers and children affect methylation of the IGF-2 gene differentially methylated region (DMR) in the child. Children of mothers who used folic acid had a 4.5% higher methylation of the IGF-2 DMR than children who were not exposed to folic acid. An inverse association between IGF-2 DMR methylation and birth weight was observed. These results indicate plasticity of IGF-2 methylation by periconceptional folic acid use. The authors concluded that periconceptional folic acid administration is associated with epigenetic changes in IGF-2 in the child that may affect intrauterine programming of growth and development with consequences for adult health and disease. Hoyo et al. [122] evaluated exposure to maternal folic acid supplementation before and during pregnancy in relation to aberrant DNA methylation at two DMRs regulating IGF-2 expression in infants. Aberrant methylation at these regions has been associated with IGF-2 deregulation and increased susceptibility to several chronic diseases. Compared to infants born to women reporting no folic acid intake before or during pregnancy, methylation levels at the H19 DMR decreased with increasing folic acid intake. Ba et al. [123] investigated the relationship between folate, vitamin B12, and methylation of the IGF-2 gene in maternal and cord blood. The methylation patterns of IGF-2 in promoter 2 (P2) and promoter 3 (P3) in cord blood were not associated with serum folate levels in either cord or maternal blood, whereas the P3 methylation patterns were associated with serum levels of vitamin B12 in mother’s blood. Methylation patterns in P2 of maternal blood were associated with serum levels of vitamin B12 in mother’s blood, exposure to passive smoking, and mother’s weight gain during pregnancy.

Choline intake exceeding current dietary recommendations has also been shown to be able to preserve markers of cellular methylation and attenuate DNA damage in a genetic subgroup of folate-compromised men [124], indicating the epigenetic contribution to the link between choline and folate pathways. Although the molecular mechanisms by which methyl donors alter the epigenetic profile are still unclear, it was commonly considered that the primary mechanisms could be S-adenosylmethionine (SAM) availability. However, recent animal studies have demonstrated that SAM concentrations in rat liver are very stable, indicating that
gene-specific epigenetic mechanisms are involved rather than simply SAM availability for methylation reactions [125,126].

27.12 LONG-TERM PROGRAMMING EFFECTS OF PRENATAL STRESS

A large number of animal and epidemiological studies have revealed that prenatal stress as well as excess exogenous glucocorticoids or inhibition of 11β-hydroxysteroid dehydrogenase type 2 (the placental barrier to maternal glucocorticoids) are linked with adverse health outcomes including low birth weight, risk of cardio-metabolic disorders, neuroendocrine dysfunction, and psychiatric diseases in later life [127–130], and with an increased risk of infectious diseases [131] in the offspring. Molecular mechanisms underlying the programming effects of early life stress and glucocorticoids have been suggested to include epigenetic changes in target gene promoters, notably affecting tissue-specific expression of the intracellular GR [132]. The long-term effects of maternal behavior on the stress responsiveness and behavior of the offspring during adulthood are well documented in animal models, and these experimental findings have been extended to humans by identifying an association between early-life adversity and epigenetic marks in adult life [133,134]. In humans, childhood abuse was found to alter HPA stress responses and to increase the risk of suicide. To test the hypothesis that epigenetic differences in critical loci in the brain are involved in the pathophysiology of suicide, McGowan et al. [133] investigated the extent of DNA methylation in the promoter of genes that encoded rRNA genes in the brains of suicide victims. Suicide subjects were selected for a history of early childhood neglect/abuse, which is associated with decreased hippocampal volume and cognitive impairments. rRNA was significantly hypermethylated throughout the promoter and 5′ regulatory region in the brain of suicide subjects, consistent with reduced rRNA expression in the hippocampus. More recently, McGowan et al. [134] examined epigenetic differences in a neuron-specific glucocorticoid receptor (NR3C1) promoter between postmortem hippocampus obtained from suicide victims, who were or were not abused as children. In this study, expression of total glucocorticoid receptor mRNA was significantly reduced in suicide victims with a history of childhood abuse relative to non-abused suicide victims or controls; there was no difference between non-abused suicide victims and controls. There was also a significant effect on the expression of transcripts containing the exon 1F NR3C1 promoter. The glucocorticoid receptor 1F expression was significantly lower in samples from suicide victims with a history of childhood abuse compared with suicide victims without childhood abuse or controls. Similar to the findings with total glucocorticoid receptor mRNA expression, there was no difference between non-abused suicide victims and controls subjects. These findings suggest a common effect of parental care on the epigenetic regulation of hippocampal GR expression.

It is known that cesarean section can cause more severe stress in newborn infants compared with that of those born by vaginal delivery, who adapt to the new conditions better. Cesarean section is associated with significant risks for a baby’s short- and long-term physical and emotional health compared to vaginal birth, including diabetes, leukemia, respiratory problems, and asthma later in life [135]. To study whether the mode of delivery affects epigenetic activity in newborn infants, Schlinzig et al. [135] analyzed the level of DNA methylation in leukocytes of 21 newborn infants delivered by cesarean section and 16 infants born by vaginal delivery. In this study, infants born by cesarean section exhibited significantly higher DNA methylation level in leukocytes compared with that of those born by vaginal delivery.

The secretion of glucocorticoids is a classic endocrine response to stress. The exposure to excess glucocorticoids in early life can permanently alter tissue glucocorticoid signaling, and these effects may have short-term adaptive benefits but increase the risk of later disease [129]. Currently, multiple courses of synthetic glucocorticoids are recommended for various conditions. Prenatal exposure to glucocorticoids is very efficient in reducing the incidence of
respiratory distress syndrome in preterm babies. However, despite the beneficial therapeutic effect of antenatally administered glucocorticoids, their prenatal administration can result in transgenerational effects with respect to the risk of developing several metabolic and cardiovascular disorders in later life which implies that these epigenetic effects can persist across generations [132,136].

27.13 LONG-TERM IMPACTS OF MATERNAL SUBSTANCE USE DURING PREGNANCY

It is well known that heavy prenatal alcohol exposure can severely affect human physical and neurobehavioral development. Epidemiological data offer some evidence that paternal alcohol consumption can affect birth weight, congenital heart defects, and mild cognitive impairments [137–139]. The detrimental effects following in utero alcohol exposure (fetal alcohol spectrum disorders, FASD) have been recognized for centuries, but only recently new data were obtained providing a molecular insight into the mechanisms involved in FASD. A substantial amount of data have been accumulated to support the role of environmentally induced epigenetic remodeling during gametogenesis and after conception as a key mechanism for the deleterious effects of prenatal alcohol exposure that persist into adulthood [139]. For example, the Ouko et al. [140] study has demonstrated a link between chronic alcohol use in men and hypomethylation of paternally imprinted loci in sperm DNA in genomic regions critical for embryonic development (H19 and IG-DMR) thus providing a mechanism for paternal effects in the etiology of FASDs. There was a pattern of increased demethylation with alcohol consumption at the two imprinted loci with a significant difference observed at the IG-DMR between the non-drinking and heavy-alcohol-consuming groups. Greater interindividual variation in average methylation was observed at the H19 DMR and individual clones were more extensively demethylated than those of the IG-DMR. CpG site #4 in the IG-DMR was preferentially demethylated among all individuals and, along with the H19 DMR CpG site #7 located within the CTCF binding site 6, showed significant demethylation in the alcohol-consuming groups compared with the control group. The authors hypothesized that, should these epigenetic changes in imprinted genes be transmitted through fertilization, they would alter the critical gene expression dosages required for normal prenatal development resulting in offspring with features of FASD.

Three developmental periods are particularly vulnerable: preconception, preimplantation, and gastrulation. These periods of teratogenesis correlate with peak periods of epigenetic reprogramming which, together with the evidence that ethanol interferes with one-carbon metabolism, DNA methylation, histone modifications, and non-coding RNA, suggests an important role for epigenetic mechanisms in the etiology of FASDs [141]. Moreover, alcohol is known to lead to a variety of nutritional disturbances including nutrient intake, absorption, utilization, and excretion. Whereas some nutrients can essentially affect gene expression, the alcohol-induced nutrient disbalance may be a major contributor to impaired gene expression in FASD. Several metabolites, namely, acetate, S-adenosylmethionine, nicotinamide adenine dinucleotide, and zinc are supposed to be especially relevant to alcohol metabolism and ALD [142]. A wide range of fetal abnormalities and birth defects have been repeatedly reported in animals and humans after preconceptional alcohol exposure. The mechanisms, particularly in males, are likely to involve alcohol-induced epigenetic changes in the gametes or, alternatively, selection effects within the germline, resulting in the ontogenesis of “FASD-like” phenotypes in unexposed generations [137].

Maternal smoking can also result in intrauterine growth restriction. Children born to mothers who smoke are at an increased risk of obesity, hypertension, and diabetes [143,144]. Maternal smoking may be involved in fetal programming [145], and in utero tobacco exposure was shown to be associated with epigenetic changes in the offspring [146]. To demonstrate that differences in DNA methylation patterns occur in children exposed to prenatal tobacco
smoking and that variation in detoxification genes may alter these associations. Breton et al. [147] measured methylation of DNA repetitive elements LINE1 and AluYb8 in buccal cells of 348 children. DNA methylation patterns were associated with in utero exposure to maternal smoking. Exposed children had significantly lower methylation of AluYb8. Differences in smoking-related effects on LINE1 methylation were observed in children with the common GSTM1-null genotype. Differential methylation of CpG loci in eight genes was identified through the screen. Two genes, AXL and PTPRO, showed significant increases in methylation and in exposed children. The authors concluded that life-long effects of in utero exposures may be mediated through alterations in DNA methylation, and variants in detoxification genes may modulate the effects of in utero exposure through epigenetic mechanisms. In a more recent study, Breton et al. [148] have shown that in utero tobacco smoke exposure negatively impacts respiratory health in later life and some of the detrimental effects of this exposure are likely due to epigenetic modifications. In a genome-wide survey of site-specific CPG methylation in asthmatics, they have demonstrated evidence of widespread epigenetic consequences of in utero smoke exposure, with differential methylation of more than 25% of all genes tested, including numerous cancer- and asthma-related genes.

It is known that prenatal exposure to maternal cigarette smoking (PEMCS) is associated with variations in brain and behavior in adolescence. Toledo-Rodriguez et al. [149] have found that epigenetic mechanisms may mediate some of the consequences of PEMCS through methylation of DNA in genes important for brain development, such as the brain-derived neurotrophic factor (BDNF). They used bisulfite sequencing to assess DNA methylation of the BDNF promoter in the blood of adolescents whose mothers smoked during pregnancy. PEMCS was associated with higher rates of DNA methylation in the BDNF-6 exon. These results suggest that PEMCS may lead to long-term down-regulation of BDNF expression via the increase in DNA methylation in its promoter region. Such mechanisms could, in turn, lead to modifications in both development and plasticity of the brain exposed in utero to maternal cigarette smoking.

### 27.14 Programming Effect of Early-Life Exposure to Environmental Toxicants

Prenatal and early postnatal exposure to environmental toxicants was repeatedly found to be associated with aberrant DNA methylation of regulatory sequences in susceptible genes, leading to inappropriate gene expression and disease pathogenesis in later life [150,151]. The endocrine-disrupting chemicals (EDCs) are of specific concern among the detrimental environmental factors because they are widespread in the environment. Human epidemiological studies have shown that women exposed to EDCs such as agricultural pesticides have prolonged/irregular estrous cycles and difficulty in achieving pregnancy, failed assisted reproductive technology attempts, and loss of pregnancies [152,153]. An exposure to EDCs during early development could alter the epigenetic programming of the genome and thereby result in adult-onset disease [154].

Perinatal diethylstilbestrol (DES) exposure, which is associated with several reproductive tract abnormalities and increased vaginal and cervical cancer risk in women, provides a clear example of how estrogenic xenobiotic exposure during a critical period of development can abnormally demethylate DNA sequences during organ development and possibly increase cancer risk later in life [150,155]. Importantly, these effects can be epigenetically transmitted to the next generation [155,156]. Increasing epidemiologic evidence links specific pesticides, polychlorinated biphenyls (PCBs), and inorganic arsenic exposures to elevated prostate cancer risk in adulthood [157]. Importantly, the prostate seems to be particularly sensitive to these endocrine disruptors during the critical developmental windows including in utero and neonatal time points as well as during puberty.
In utero and early postnatal exposure to bisphenol A (BPA), an estrogenic environmental toxin widely used in the production of plastics, was shown to be able to produce a broad range of adverse health effects, including impaired brain development, sexual differentiation, behavior, and immune function, which could extend to future generations [158]. Molecular mechanisms that underlie the longlasting effects of BPA likely involve disruption of epigenetic programming of gene expression during development. Low-dose exposures to BPA were shown to be able to affect the prostate epigenome during development and, as a consequence, promote prostate disease with aging [151]. The alterations in DNA methylation patterns in multiple cell signaling genes in BPA-exposed prostates were obtained suggesting that exposure to the environmentally relevant doses of BPA can be imprinted in the developing prostate through epigenetic alterations [151,157]. Substantial evidence indicates that exposure to BPA during early development may also increase breast cancer risk later in life. Recently, Weng et al. [159] examined epigenetic changes in breast epithelial cells treated with low-dose BPA. They identified 170 genes with similar expression changes in response to BPA. Functional analysis confirms that gene suppression was mediated in part through an estrogen receptor α (ERα)-dependent pathway. As a result of exposure to BPA or other estrogen-like chemicals, the expression of lysosomal-associated membrane protein 3 (LAMP3) became epigenetically silenced in breast epithelial cells. Furthermore, increased DNA methylation in the promoter CpG island regions of LAMP3 loci was observed in ERα-positive breast tumors.

There is also convincing evidence that prenatal environmental exposures can influence the risk for subsequent asthma. Martino and Prescott [160] examined the epigenetic regulation of immune development and the early immune profiles that contribute to allergic risk. They reviewed new evidence that key environmental exposures, such as microbial exposure, dietary changes, tobacco smoke, and pollutants, can induce epigenetic changes in gene expression and alter disease risk. In particular, transplacental exposure to high levels of airborne traffic-related polycyclic aromatic hydrocarbons (PAHs) can cause aberrant DNA methylation changes leading to dysregulation of gene expression and childhood asthma [161]. In the Perera et al. study [162] it has been reported that methylation of ACSL3, a gene expressed in lung and thymus tissue, may be a possible biomarker linking prenatal exposure to PAHs to childhood asthma. In this study, methylation of the ACSL3 5′-CGI was found to be significantly associated with maternal airborne PAH exposure and with a parental report of asthma symptoms in children prior to age 5.

### 27.15 EPIGENETIC RISKS OF ASSISTED REPRODUCTIVE TECHNOLOGIES

Assisted reproductive technologies (ARTs) are methods of treating infertility in which pregnancy is achieved by artificial or partially artificial means. They generally include a stage of embryo culture that precisely coincides with zygotic epigenetic resetting. In vitro studies on the human embryos have suggested that imprinted genes in humans may be susceptible to ART conditions. Genomic imprinting is an epigenetic phenomenon by which certain genes are expressed in a parent-of-origin-dependent manner, i.e. primarily or exclusively from either the maternal or paternal allele [163]. Imprinted expression is a clear example of epigenetic inheritance, because genetically identical sequences are differentially transcribed depending on the sex of the parent from which the gene originates [164]. Most imprinted genes contain differentially methylated regions, where the methylation state of the parental alleles differs [165]. This variation allows for differential regulation of these alleles dependent on parental origin of the allele and leads to preferential expression of a specific allele, depending on its parental origin [25]. The underlying mechanisms by which culture media induce abnormal epigenetic modifications are still not clear but it has been suggested that embryonic developmental timing can be disturbed.
by the synthetic media and that this interferes with epigenetic reprogramming and gene expression [166].

Several reports have raised concerns that children conceived by ART are at increased risk of having imprinting disorders. Among them, Beckwith–Wiedemann syndrome and Angelman syndrome are the most extensively studied [167]. It was found the association of in vitro fertilization with Beckwith–Wiedemann syndrome, and with epigenetic alterations of \textit{LIT1} and \textit{H19} imprinted genes [168] and abnormal imprinting of the \textit{KCNQ1OT} gene [169,170]. Intracytoplasmic sperm injection was shown to increase the risk of Angelman syndrome and some imprinting defects [171,172]. Although these studies examined only few cases, almost every case showed loss of methylation at imprinting control regions rather than the genetic defects generally responsible for these syndromes. Later, the conclusion that infertility and ovulation induction are risk factors for ART-related Angelman syndrome was supported by the findings from the surveys conducted in Great Britain [173] and Holland [174]. More recent studies on global methylation changes in ART-conceived patients with other imprinting disorders (including Prader–Willi syndrome, Silver–Russell syndrome, transient neonatal diabetes mellitus, and maternal hypomethylation syndrome) reveal conflicting results. Tierling et al. [175] reported no association with ART and imprinting in a study of ten loci known to be imprinted, whereas Katari et al. [176] observed altered expression in several genes implicated in metabolic disorders, such as obesity and diabetes. Evidence from clinical reports suggests that the association between imprinting syndromes and ART may be restricted to syndromes where the imprinting change takes the form of hypomethylation on the maternal allele [177]. Further studies are required to establish the level of risk of imprinting disorders in patients conceived by ART.

27.16 CONCLUSIONS AND FUTURE DIRECTIONS

The relationship between adverse events during prenatal and/or early postnatal life and development of chronic diseases later in life has been reported in a number of recent experimental and epidemiological studies. In these studies, it has been highlighted as the key role of epigenetic mechanisms in mediating the link between nutritional, hormonal, and metabolic environment early in life and lifelong health outcomes. Over recent years, there have been conducted numerous animal studies and limited human studies aimed at understanding the specific epigenetic mechanisms underlying developmental programming of later life pathology and aging.

Epigenetics has substantial potential for developing biological markers to predict which exposures would put exposed subjects at risk and which individuals will be more susceptible to develop disease. In human studies, this will require the use of highly sensitive laboratory methods, so that epigenetic alterations can be detected well ahead of disease diagnosis [178]. Given the reversibility of epigenetic modifications, the understanding of epigenetic mechanisms may represent a promising novel therapeutic target for prevention or reversion of human age-related disorders and healthy life extension. These therapeutic strategies may include changes in nutrition and lifestyle as well as pharmacological treatments. Several epigenetic drugs, such as DNA demethylating agents and histone deacetylase inhibitors have already been successfully tested in clinical trials [179]. However, all these drug candidates are very unspecific and, therefore, can cause large-scale epigenetic deregulation. In the future, it will be essential to develop therapies that target only specific elements of the epigenome. Such preventive approaches initiated in pre- and early postnatal periods of human development seem to be particularly promising. If one could modify the incorrect or deleterious epigenetic patterns through specific nutritional or pharmacological interventions during early ontogenesis, then it would be possible to correct the disrupted gene expression programs to treat age-related diseases and to achieve better health and longevity.
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FIGURE 3.1
DNA methylation profiles in precancerous conditions and renal cell carcinomas (RCCs). See p. 39 for details.

FIGURE 3.2
Hierarchical clustering analysis of urothelial carcinomas (UCs) based on array comparative genomic hybridization (CGH) data. See p. 40 for details.
FIGURE 3.3
Diagnostic criteria based on DNA methylation profiles for ductal adenocarcinomas of the pancreas. See p. 42 for details.

FIGURE 4.1
Mammalian core histone modifications. See p. 55 for details.
**FIGURE 4.2**
Histone lysine methylases and demethylases. See p. 60 for details.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Genes</th>
</tr>
</thead>
<tbody>
<tr>
<td>HATs</td>
<td>p300</td>
</tr>
<tr>
<td></td>
<td>CBP</td>
</tr>
<tr>
<td></td>
<td>MYST family</td>
</tr>
<tr>
<td>HDACs</td>
<td>HDAC1, HDAC2, HDAC3, HDAC5, HDAC6, HDAC10, Sirtuin 1, 2, 3, 7</td>
</tr>
</tbody>
</table>

**FIGURE 4.3**
Histone-modifying enzymes and cancer. Selection of histone modifying enzymes altered in human cancer.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Genes</th>
</tr>
</thead>
<tbody>
<tr>
<td>HMTs</td>
<td>KMT1A/Suv39h1, KMT2A/MLL1, KMT2Z/MLL3, SMYD2, SMYD3, SMYD4, KTM1C/G9A, KTM6B/EZH2, NSD1, NSD2, NSD3, DOT1L</td>
</tr>
<tr>
<td>PRMTs</td>
<td>PRMT1, PRMT4/CARM1, PRMT6</td>
</tr>
<tr>
<td>HDMs</td>
<td>KDM1A, KDM2A, KDM2B, KDM4A, KDM4B, KDM5A, KDM5B, KDM5C, KDM6A, KDM6B, KDM8</td>
</tr>
<tr>
<td>Kinases</td>
<td>AURORA-B, JAK2, MSK1, MST1, RSK, PI3Ks</td>
</tr>
<tr>
<td>Ub E3s</td>
<td>RNF20</td>
</tr>
<tr>
<td>Dubs</td>
<td>USP22, USP7</td>
</tr>
</tbody>
</table>
FIGURE 5.1
miRNA biogenesis and the mechanism of gene silencing. See p. 90 for details.
FIGURE 6.1
Effects of acetylation and methylation on histone residues. The red circle represents acetyl groups, the yellow circle symbolizes methylation and the green symbolizes methylation of arginine residue. See p. 112 for details.

FIGURE 7.2
Epigenomic programming of chromatin.
FIGURE 7.3

FIGURE 7.4
Odds ratio for schizophrenia as a function of genetic and environmental risk factors (adapted from [73]).
**FIGURE 7.6**
The FMTD hub: Metabolic link between DNA and RNA synthesis, energy production, epigenomic programming, oxidative stress responses, inflammation, and dopamine metabolism (not all metabolic steps are shown).

**FIGURE 8.1**
Establishing and maintaining DNA methylation in mammals. (A) Stepwise progression from unmethylated based-paired CpG dinucleotides (1) to fully methylated DNA (2), and its maintenance following DNA replication. Transition between (1) and (2) is de novo methylation. Maintenance requires an obligate hemimethylated intermediate (3). (B) De novo methylation of DNA occurs largely in the early stages of gametogenesis and maintenance methylation is primarily a post-fertilization process. (C) Differentially methylated domains (DMDs) of imprinted genes are created through a process in which only one parental allele undergoes de novo methylation in the germ lineage, and following its maintenance in the embryo, a difference in methylation of the two parental alleles is seen. Snurf/Snrpn is a maternally methylated DMD and Igf2/H19 is a paternally methylated DMD.
**FIGURE 10.1**
Location of the molecules in the synapse, which are associated with the pathogenesis of autism (references [25] and [45]).

**FIGURE 10.2**

**FIGURE 10.3**
DNA methylation mechanisms can be affected by environmental factors.
**FIGURE 10.4**
Pathogenesis of Rett syndrome and putative pathogenesis of autism.

**FIGURE 10.5**
Overview of the DNA methylation changes and environmental factors. See p. 200 for details.

**FIGURE 11.2**
Epigenetic changes in RA. See p. 211 for details.
FIGURE 12.2
Molecular targets for epigenetic treatment of autoimmune diseases.

FIGURE 12.3
Potential effects of epigenetic changes in autoimmune diseases.
FIGURE 13.1
Changes in the overall level of DNA methylation during mammalian development. (A) Changes in DNA methylation in germ cells. (B) Changes in DNA methylation following fertilization. In both panels the level of DNA methylation is shown on the vertical axis and developmental time on the horizontal axis. Adapted from [16].
FIGURE 14.1
Arcuate nucleus control of central energy balance between food intake and energy expenditure. See p. 274 for details.

FIGURE 14.3
Methylation DNA immunoprecipitation (MeDIP) graphical result for the Leptin Promoter CpG Island. Sliding scale for methylation level: yellow = low, green = mid, blue = high. Hypomethylation seen over the CpG Island and no significant difference seen between T2D cases (final_avg_diabetes) versus controls (final_ave_control).
FIGURE 15.1
Non-communicable diseases (NCDs) do not fit the medical model in which an individual is healthy until they contract the disease. See p. 313 for details.

FIGURE 17.1
Overview of epigenetic mechanisms. See p. 333 for details.

FIGURE 17.3
Simplified overview of how HDACi could target diabetes. See p. 343 for details.
FIGURE 18.1
Environmental influences on developing immune system
See p. 374 for details.

FIGURE 19.1
Post-translational histone modification. See p. 388 for details.

FIGURE 19.2
Acetylation of the glucocorticoid receptor (GR). See p. 389 for details.
FIGURE 19.3
Mechanisms for decreased histone deacetylase (HDAC)2 in COPD and its reversal. See p. 391 for details.

FIGURE 20.1
A schematic illustration shows the role of HDAC7 in controlling EC growth. See p. 399 for details.

FIGURE 20.2
A schematic illustration shows the role of HDAC7 splicing in controlling SMC differentiation and proliferation. See p. 403 for details.
FIGURE 22.1
Schematic illustration of potential therapeutic effects of HDACIs in endometriosis. See p. 458 for details.
The pluripotency of ES cells and their differentiation rely largely on transcription factor circuitry and chromatin modifications. See p. 484 for details.
FIGURE 24.2
The stochastic model proposed by Yamanaka for iPS cell generation is based on the Waddington model. See p. 489 for details.

FIGURE 25.1
Schematic for the general maturation of stem cells and loss of differentiation potential.
FIGURE 25.2
Schematic for the induction of pluripotency in somatic cells by the pluripotency network of transcription factors.
FIGURE 25.3

(A) Schematic of the competing network of transcription factors and signaling molecules that direct stem cells down specific mesoderm or ectoderm lineages. Green boxes indicate core transcription factors necessary for osteoblast and adipocyte lineage specific differentiation. (B) Overlay of the epigenetic/ncRNA regulatory network. This schematic depicts examples of ncRNAs (blue boxes) and chromatin modification factors (pink boxes) that control the balance between signaling molecules and transcription factors, to direct stem cell differentiation.
FIGURE 25.4
Example of interactions between a pluripotency factor, Myc, and the ncRNA/epigenetics network. See p. 511 for details.
FIGURE 26.1
Schematic representation of the DNA methylation reactions: maintenance methylation, passive demethylation, de novo methylation, and active demethylation. See p. 525 for details.
FIGURE 26.2
Many environmental factors can interfere with the organism, inducing epigenetic modifications. See p. 531 for details.

FIGURE 26.3
Schematic representation of the most relevant reactions comprises of the "one-carbon metabolism", emphasizing a vitamin cofactors cycle (remethylation) and SAM-dependent DNA methylation (transmethylation). See p. 534 for details.