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Abstract — Network Utility Maximization (NUM) has been studied extensively to improve network quality of service (QoS) and to overcome network congestion. However, even with congestion resolved, network is not always able to meet user’s minimum demand for QoS. To address this issue, this paper proposes a new “self-regulate” model that considers user tolerance for poor QoS and the price user is willing to pay. In addition, we demonstrate that user “self-regulate” model may not lead to convergence as today’s Internet user landscape changes constantly and quickly. This leads to our proposal for an admission control algorithm which considers network revenue, user tolerance, and user utility.
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I. INTRODUCTION

As Internet usage and demand for real-time traffic, such as multimedia streaming, continues to increase, network may become overwhelmed. This results in some users receiving bandwidth allocation below their minimum requirement and therefore, experience poor network quality. This, in turn, leads to low user satisfaction. To prevent this situation, Lee et al. propose in [2] that some users may self-regulate, i.e. abandon the network and release bandwidth when the condition is not desirable, such as when the price for bandwidth gets too high and/or when the QoS falls below the minimum. This and other previously developed self-regulate models [2,12] assume that users have zero tolerance toward poor network performance and immediately discontinue transmitting data when the QoS falls below the minimum. In [12], the authors also propose a self-regulate algorithm based on user reaction toward price fluctuation, where user immediately abandons the network when the price becomes too high.

In this paper, we propose a new user self-regulate model that is different from these earlier concepts by considering two important, and related factors: user tolerance for low quality connection and the price per unit that user is willing to pay. Our proposal to incorporate user tolerance for poor performance is supported by the findings of Krishnan and Sitaraman [11]. Their study shows that generally users demonstrate some tolerance toward poor network connection, and that user tolerance for poor QoS varies with the type and duration of use. Informed by this study, our self-regulate model considers a period of waiting time during which user observes whether network condition improves within a certain window of time. Importantly, we assert that user expectation of QoS and therefore, their tolerance of poor performance is related to the price a user is willing to pay. Various studies [21-25] provide the evidence that price may influence user expectation toward quality of product or service and hence, their relative tolerance of lower quality. In [23], the author observes users may be willing to adjust their expectation toward product or service quality given a lower price.

Our self-regulate model considers these user behavior insights where a user may not immediately abandon the network when QoS falls below the threshold. Rather, a user may be willing to linger and wait for some time to observe whether performance eventually improves, and his/her degree of tolerance is affected by the price he/she is willing to pay at that point of time. We investigate how these two factors may influence bandwidth allocation in order to address traffic congestion.

There are other self-regulate models, however, most do not consider closely user behavior. For instance, the authors of [16] propose self-regulation algorithm for wireless stations that maximizes the targeted overall network utilization. Authors of [19,20,27] propose self-regulation algorithm for wireless sensor nodes to maximize network utility or overcome congestion by adjusting the transmission rate according to the changes in the environment, and does not necessarily inform us on user’s response to poor QoS. In [17], while the author analyses the behavior of users who self-regulate, the intent is to achieve optimal social welfare by requiring coordination among users to avoid over contributing data in peer-to-peer file sharing environment. Different from this perspective, our assumption is that users are more interested in their personal gain rather than social welfare. The authors of [18] suggest self-regulate with learning algorithm, which requires collecting data sample of network traffic from the network. However, realistically, it is unlikely that users will spend time collecting data in order to decide whether to continue the network service or otherwise.

Although our proposed self-regulate model includes user tolerance and the price user is willing to pay, it is still insufficient to bring about rate allocation convergence because user landscape in the network and network configuration change dynamically and rapidly. To address this, we propose for an admission control scheme to prevent poor QoS to resolve congestion.
We begin our proposal with problem formulation in section II. Following this, we present our major contributions: the proposal for new self-regulate model and admission control algorithm in section III and IV respectively. The simulation results are presented and discussed in section V, followed by concluding remarks.

II. PROBLEM FORMULATION

Consider a network with a set of links \( L \), and a set of link capacities \( C \) over the links. Given a utility function \( U_s(x_s) \) of user \( s \) with the allocated bandwidth of \( x_s \), the NUM formulation becomes

\[
\text{maximize } \sum_{s \in S} U_s(x_s), \quad (P) \\
\text{s.t. } Ax \leq C \text{ and } x \geq 0
\]

where \( S \) and \( A \) denote sets of users and routing paths, respectively, and \( \mathbf{0} \) is a vector of zeros. A route \( r \) consists of a series of links \( l \) such that \( A_{rl} = 1 \) if \( l \in r \) and \( A_{rl} = 0 \), otherwise. The sigmoidal like user utility function \( U_s(x_s) \) is defined as follows.

\[
U_s(x_s) = \frac{1}{(1 + e^{-\alpha x_s})}, \quad (1)
\]

where positive constant \( \alpha \) is used as normalization. The user utility function is generally used to measure user satisfaction over bandwidth allocation, QoS, etc. [5,14].

The NUM formulation is solved by the Lagrangian method. However, When the utility function \( U_s(x_s) \) is non-concave as in a sigmoid function, modeling a utility of a real-time, non-elastic traffic, the problem formulation becomes a non-convex problem and difficult to solve as the global maximum cannot be guaranteed [2,5,26]. Typically, a dual problem to the primal problem of \( (P) \) is constructed as follows.

\[
L(x, \lambda) = \sum_{s \in S} U_s(x_s) - \lambda^T(C - Ax), \\
= \sum_{s \in S} U_s(x_s) - \sum_{s \in S} \lambda_s x_s + \sum_{l \in L} \lambda_l C_l,
\]

where \( L(x, \lambda) \) is the Lagrangian form and \( \lambda \) is known as a set of Lagrangian multipliers \( \lambda_l \), which is often interpreted as the link cost [1,2] and

\[
\lambda_s = \sum_{l \in r} \lambda_l.
\]

The dual problem of \( (P) \) is defined as follows.

\[
\text{minimize } D(\lambda), \quad (D) \\
\text{s.t. } \lambda \geq 0,
\]

where the dual function

\[
D(\lambda) = \max_{0 \leq x_s \leq \tilde{C}} L(x, \lambda)
\]

and is a convex function. User decides the transmission rate \( x_s(\lambda_s) \) at price \( \lambda_s \) by solving

\[
x_s(\lambda_s) = \arg \max_{0 \leq x_s \leq \tilde{C}} (U_s(x_s)), \quad (2)
\]

where \( x_s(\lambda_s) \) denotes bandwidth allocation at price \( \lambda_s \). Still, a non-concave utility function is not differentiable everywhere. A subgradient projection method is used in [2]. Thus, the network on each link \( l \) updates \( \lambda_s \) on that link:

\[
\lambda_l^{(t+1)} = \left[ \lambda_l^{(t)} - \sigma(t) \left( C - A x(\lambda_l^{(t)}) \right) \right]^+, \quad (3)
\]

where \( x(\lambda_l^{(t)}) \) denotes the rate allocation at price \( \lambda_l^{(t)} \) on link \( l \), \( C - A x(\lambda_l^{(t)}) \) is a subgradient of problem \( (D) \), \( t \) denotes the iteration index for \( 0 \leq t \leq \infty \), and the parameter \( \sigma(t) \geq 0 \) is the step size that controls the tradeoff between a convergence guarantee to a solution and the convergence speed. \( \sigma(t) \) is defined as follows.

\[
\sigma(t) \to 0, \text{ as } t \to \infty \text{ and } \sum_{t=1}^{\infty} \sigma(t) = \infty.
\]

The feedback loop in the pair of equation (2) and (3) allows users to adjust their transmission rate according to the price, and for the network to control the amount of traffic flow by adjusting the price until \( \lambda_l^{(t)} \) converges to a solution [2]. Furthermore, \( \lambda(t) \geq \lambda^{\text{min}} \), where the positive minimum price \( \lambda^{\text{min}} \) can be interpreted as the network’s operation cost [4]. Users’ adjustment of their transmission rate is affected by their varying tolerance for poor performance, which depends upon their price users are willing to pay at that point in time.

III. SELF-REGULATION

Our self-regulation model incorporates this concept of user tolerance and price user is willing to pay, an idea supported by various studies [11,21,23,28]. Data of network traffic collected by authors of [11] show that users may not immediately abandon the network when they experience poor connection. The same report observes that users generally are willing to tolerate a start-up delay for a short video streaming service for 4 seconds. Less patient users are only willing to wait for 2 seconds. They also discover that users demonstrate higher tolerance of longer start-up delay when watching long videos, such as movies. Additionally, they report that users are willing to tolerate interruptions when watching video streaming if the total interruption or “freeze” time is less than 1% of the entire video duration.

Other studies [21,23,28] indicate there is a strong correlation between user satisfaction, the price user is willing to pay, and QoS. The study in [21] reports that the price that a user is willing to pay is an indication of the extent the user is willing to tolerate poor QoS, as well as their brand loyalty. The same study shows users who are satisfied with the QoS are more willing to tolerate increasing price up to a certain level. In addition, these higher paying users are more sensitive with changes in QoS. Studies [23,28] discover users who are experiencing good QoS at the service fee within their budget.
are more willing to tolerate poor QoS to a certain level within a small window of time.

To begin, we specify two assumptions underlying our proposed model of self-regulation: Users are naturally selfish and their objective is to maximize their own utility,

$$\text{maximize } U_s(x_s(\lambda))$$

over $0 \leq x_s^\text{min} \leq x_s(\lambda)$,

where $x_s^\text{min}$ denotes the minimum bandwidth required by user $s$, and user solves the maximization problem above by solving (2). However, when the aggregated traffic flow exceeds the capacity, network may not be able to provide the minimum required bandwidth. Consequently, user may receive less than the minimum, such that $x_s(\lambda) < x_s^\text{min}$, and user utility may drop after experiencing poor network quality for some time, and eventually leave the network if the condition does not improve as reported in [11].

**Definition 1:** User’s reasonable maximum utility is highest degree of satisfaction achieved at or within the price the user is willing to pay.

Let $m_s$ be the amount of money user $s$ is willingness to spend, allowing user $s$ to influence the amount of bandwidth allocated to him/her. Then, a “reasonable” condition of user’s affordability is when the cost is within the range $m_s - \epsilon \leq (x_s^\epsilon \lambda_s) \leq m_s + \epsilon$ or exactly matches user’s budget. Here, $x_s^\epsilon$ denotes the bandwidth demand for user $s$ for $x_s \geq x_s^\text{min}$, $\epsilon$ is positive constant, $\lambda_s$ denotes the price per unit of utility a user is willing to pay, and $(x_s^\epsilon \lambda_s)$ can be interpreted as the cost that user must incur for the service. Since user $s$ knows the minimum bandwidth required to have a satisfying experience and his/her budget for $x_s^\epsilon$, user $s$ can compute the price that he/she is willing to pay $\lambda_s$ by solving

$$\lambda_s = \frac{m_s}{x_s^\epsilon}.$$  

In this context, $m_s$ can be also interpreted as the budget that user $s$ is willing to spend for $x_s^\epsilon$. Ideally, a user reaches reasonable maximum utility when $\frac{x_s^\epsilon \lambda_s}{m_s} = 1$, where $x_s$ denotes the amount bandwidth allocated by network at price $\lambda_s$. It means user’s budget matches the cost that user must pay for the service.

With the assumption that user is willing to wait for some time for the quality to improve and not immediately abandon the network when the quality drops below $x_s^\text{min}$, we extend our utility function $U_s(x_s(\lambda))$ to the following:

$$U_s(x_s(\lambda)) = \begin{cases} U_s(x_s(\lambda), \lambda, \hat{\lambda}, \hat{t}), & x_s^\text{min} > x_s(\lambda) \\ U_s(x_s(\lambda)), & \text{Otherwise} \end{cases},$$

where $U_s(x_s(\lambda), \lambda, \hat{\lambda}, \hat{t})$ is the utility function which captures user utility when user experiences poor QoS over a period of time and the function $U_s(x_s(\lambda), \lambda, \hat{\lambda}, \hat{t})$ is defined as follows.

$$U_s(x_s(\lambda), \lambda, \hat{\lambda}, \hat{t}) = a U_s(x_s(\lambda)) - b \delta U_s(\lambda, \hat{\lambda}, \hat{t}),$$

where $a$ and $b$ are constant positive variables used for normalization. Function $\delta U_s(\lambda, \hat{\lambda}, \hat{t})$ can be interpreted as user dissatisfaction over duration of time $t$. In other words, user may become impatient when $x_s(\lambda) < x_s^\text{min}$, and user utility decreases over $t$ if the quality does not improve and user continues to experience poor QoS. Function $\delta U_s(\lambda, \hat{\lambda}, \hat{t})$ is defined as follows.

$$\delta U_s(\lambda, \hat{\lambda}, \hat{t}) = \left( \frac{\hat{\lambda} + a'(\lambda)}{\lambda(t)} \right)^{\beta},$$

where the parameter $\beta \geq 0$ specifying user tolerance for the poor QoS, $a'$ is the weight, $0 \leq a' \leq 1$, and $\lambda(t)$ denotes $\lambda$ at $t$. Large $\beta$ means a user may be impatient; smaller $\beta$ means a user is more willing to tolerate poor QoS longer. Also, a higher $t$ value means the longer a user must wait for QoS to improve. Furthermore, the rationale for price ratio $\frac{\lambda(t)+1}{\lambda(t)}$ is that user tolerance for poor QoS has a reverse relationship with the price a user is willing to pay, relative to the price $\lambda$ network sets. In other words, lower paying users generally have greater tolerance for poor QoS and higher paying users demonstrate lower tolerance. Authors of [28] explain this is because higher paying users have more economic latitude to switch to different service providers, while lower paying users may not. We summarize the property of patience function as follows.

The property of patience function:

A. $\delta U_s(\lambda, \hat{\lambda}, \hat{t})$ is linear and decreasing, for $t \rightarrow \infty$.

B. $\delta U_s(\lambda, \hat{\lambda}, \hat{t}) \rightarrow -\infty$, for $t \rightarrow \infty$, and $0 \leq t$.

C. $U_s(x_s(\lambda))$ is twice differentiable.

D. User with higher paying tends to be more impatient.

Chiang et al. proposes a similar function called “waiting function” in [13], where the function decreases as the waiting gets longer. He observes that estimating the parameters for waiting function of different applications is very difficult because there are too many of them. There exists a threshold $\delta^{\text{thr}}$ when excessive congestion occurs and the poor performance becomes intolerable, such that $U_s(x_s(\lambda)) < \delta^{\text{thr}}$, and user self regulates to release the bandwidth and voluntarily discharge.

**Definition 2:** Voluntarily discharge is when a user stops transmitting data when he/she is no longer can tolerate the poor performance.

The property of voluntary discharge:

1. Each user has voluntary discharge policy.

2. User stops transmitting data when $\delta^{\text{thr}} > U_s(x_s(\lambda))$.

3. $\lambda < \lambda$, where $\lambda = \sum_{s \in S} \lambda_s$ and $\lambda = \sum_{s \in S} \lambda_s$.

4. User is not willing to increase willingness to pay $m_s$ to compensate $\lambda$ when $\lambda < \lambda$.

Remark: Property 3 implies the condition when the network price $\lambda$ is too high or too expensive for the user. Let $S_{\text{vol}}$ denote a set of user when voluntary discharge and stop
transmitting data after \( n \)th iteration, for \( n \leq t \), the following condition is satisfied:

\[
\sum_{s \in S(l)} x_s^l > C_l, \quad l \in L,
\]

for \( t \to \infty \), such that \( U_s^l(x_s(\lambda_l)) \leq \delta_s^l \), and \( U_s^l(x_s(\lambda_l)) > \delta_s^l, s \in S_{\text{vd}}(l), s' \in S_{\text{vd}}(l) \) and \( S_{\text{vd}}(l) \in S(l) \), where \( S(l) \) refers to a set of users who are transmitting data over link \( l \). Thus, equation (4) provides the condition for when the user to voluntary discharge. There exists \( n \) that satisfies the condition above, where there are users in \( S_{\text{vd}}(l) \) who stop transmitting data by \( n \)th iteration and there are users in set \( S(l) - S_{\text{vd}}(l) \), who continue to transmit data after \( n \)th iteration. The next proposition implies that, when link \( l \) is congested and \( \delta_s^{tthrd} \geq U_s^l(x_s(\lambda_l)) \), for \( s \in S_{\text{vd}}(l) \), users in \( S_{\text{vd}}(l) \) stop transmitting. Let \( n_s(\delta_s^{tthrd}) \) denote the \( n \)th iteration when user \( U_s^l(x_s(\lambda_l)) \leq \delta_s^{tthrd} \). Let \( U_s^l(x_s(\lambda_l)) \) denote utility function of user \( s \) with transmission rate \( x_s \) at price \( \lambda_l \) for link \( l \) at \( t \)th iteration, for \( x_s^{min} \geq x_s(\lambda_l) \).

Proposition 1: for any \( \delta_s^{tthrd} \) and \( s \in S_{\text{vd}}(l) \), there exists \( n_s(\delta_s^{tthrd}) \) such that \( \delta_s^{tthrd} \geq U_s^l(x_s(\lambda_l)) \) and \( \Sigma_{s \in S_{\text{vd}}(l) - S_{\text{vd}}(l)} x_s(\lambda_l) > C_l, \quad l \in L, \) for all \( n_s(\delta_s^{tthrd}) < t \).

Proof: We show that

\[
U_s^l(x_s(\lambda_l)) \leq \lim_{n \to \infty} \sup U_s^l(x_s(\lambda_l)) = \delta_s^{tthrd},
\]

for \( s \in S_{\text{vd}}(l) \).

When \( x_s^{min} > x_s(\lambda_l) \), for \( t \to \infty \) and \( s \in S_{\text{vd}}(l) \), \( U_s^l(x_s(\lambda_l)) = U_s^l(x_s(\lambda_l) - \delta_s^{tthrd}) \), for \( s \in S_{\text{vd}}(l) \). In essence, the above demonstrates user eventually stops transmitting data when the condition is not conducive. Next, we show that our self-regulate model also leads to convergence.

Proposition 2: Assuming that each user practices “self-regulation”, there exists a constant step size \( \sigma \) in which our algorithm converges.

Proof. The proof of our self-regulate model is similar to Lee’s model in [2]. The premise of the proof is that with the self-regulation algorithm, there exists an optimal solution \( x^* \) of the dual. The author shows if the dual problem \( D(\lambda^0) \) is differentiable at \( \lambda^0 \), \( x(\lambda^1) \) converges to the optimal solution for primal problem, \( x(\lambda^0) \). However, when it does not converge, there will be users who obey self-regulation and stop transmitting data until \( x(\lambda^1) \) asymptotically converges to \( x(\lambda^0) \). The rate allocation algorithm asymptotically converges to optimal solution with a constant step size \( \sigma \). For detailed discussion of the proof, refer to [2].

In the following step, we examine the effectiveness of self-regulation to voluntarily discharge during excessive network congestion. Let \( \lambda_l^1 \) denote network price \( \lambda \) for link \( l \) at \( t \)th iteration.

Proposition 3: self-regulation does not always lead to feasibility.

Proof: Let \( S_{\text{join}}(l) \) be a non-empty set of users that join the network and use link \( l \), where, \( S_{\text{join}}(l) \neq S_{\text{vd}}(l) \) and \( S_{\text{join}}(l) \neq S(l) \). Let us assume, in contrary, that self-regulation will always lead to feasibility, such that, after \( t \)th iteration,

\[
\Sigma_{s \in S_{\text{vd}}(l)} x_s(\lambda_l^1) \leq \Sigma_{s \in S_{\text{vd}}(l)} x_s(\lambda_l^1) = C_l
\]

and we have users in \( S_{\text{join}}(l) \) join the network by \( t \)th iteration. Now, we have

\[
\Sigma_{s \in S_{\text{vd}}(l)} x_s(\lambda_l^1) - \Sigma_{s \in S_{\text{vd}}(l)} x_s(\lambda_l^1) + \Sigma_{s \in S_{\text{join}}(l)} x_s(\lambda_l^1) = C_l + \Sigma_{s \in S_{\text{join}}(l)} x_s(\lambda_l^1),
\]

where \( \forall z, z \in S_{\text{join}}(l), x_s(\lambda_l^1) \geq x_s^{min} > 0 \). Since \( \Sigma_{s \in S_{\text{join}}(l)} x_s(\lambda_l^1) > 0 \), than \( C_l + \Sigma_{s \in S_{\text{join}}(l)} x_s(\lambda_l^1) > C_l \). Hence, we have a contradiction.

Earlier, proposition 2 implies that the algorithm converges under the assumption that there is no new user joining the network before the algorithm converges. However, as illustrated in proposition 3, when the arrival rate of new users exceeds the departure rate of existing users, the self-regulate to voluntarily discharge does not always lead to link feasibility. Furthermore, our self-regulate model shows that the algorithm may actually take even longer time to converge, which may result in higher likelihood of user composition changes before the algorithm converges.

Moreover, as self-regulation decision is controlled by and only known to user him/herself but not known to network, it is difficult for the network to distinguish between when user stops transmitting because user is self-regulating to voluntary discharge, or when he/she is taking a break from his/her activity (perhaps for a coffee break) and eventually resumes his/her activities later. The condition may cause the rate allocation algorithm to not converge because existing users only temporarily stop their activities. This phenomenon is similar to the condition where users join and leave the network before the completion of the algorithm. For these reasons, to preserve QoS when the excessive congestion occurs and the algorithm does not converge, the network may need to take an active role in implementing admission control.

### IV. ADMISSION CONTROL

We propose an admission control mechanism to select a set of users that network can support in order to overcome the challenges of non-converging rate allocation algorithm and failure to meet user minimum QoS. The over-riding question
is: which users should be admitted to network? Ideally, network is occupied with highest paying users, who are already satisfied with the provided QoS. Conversely, the worst scenario is when network is occupied by very demanding lower paying users. Therefore, to prevent the latter, we propose a network admission control algorithm that considers network pricing, QoS, network revenue, the price user is willing to pay, and user utilization, while assuring link feasibility of the entire network.

We introduce a measurement factor $\theta$ for admission control, which takes QoS, user utility, and network revenue into consideration. The principal idea is to quantify the relationship and strike a balance among these three factors. A simple illustration of the principle: there are three users sharing a link with Capacity $C$. User 1 and 2 demands $\frac{c}{2}$ and willing to pay 5 unit currency for the service but currently only receive $\frac{c-1}{2}$. User 3 is willing to pay 8 unit currency for $C$ but currently only receives $C - 2 \left( \frac{c-1}{2} \right)$. Thus, admitting user 1 and 2 is more advantageous because they can be quickly satisfied and network can achieve a higher aggregate revenue of 10 currency units and user utility, than if just user 3 is admitted. Therefore, in our scheme, users with higher paying ability and at the same time can be quickly satisfied receive higher admission priority.

Other research done in admission control focus and prioritize higher revenue for network. In [6], the authors propose a pricing model for admission control while maintaining QoS, but user utility is not considered in their scheme. Authors of [7] propose a solution that incorporates bandwidth allocation and penalty function into their admission control algorithm. User with high penalty score is eventually banned from transmitting data into network. Authors of [8] propose an algorithm that stops users from transmitting data when user utility falls below the threshold. Moreover, the network may also refuse admission to users who cause the network to lose revenue. Our work, on the other hand, seeks to balance both revenue and user satisfaction.

In our scheme, user’s admission to network is decided by the relationship between current pricing, QoS, network revenue, and the price user is willing to pay measured through function $\theta_s(x_s(\lambda))$.

$$\theta_s(x_s(\lambda)) = \frac{\hat{\lambda}_s}{\lambda} \frac{U_s(x_s(\lambda))}{U_s(x_s^{\text{min}})} x_s(\lambda),$$

for $x_s^{\text{min}} \geq 0$ and $U_s(x_s^{\text{min}})$, $\lambda$, $\hat{\lambda}_s > 0$. The objective is to find a set of users with the highest $\theta_s$ value from

$\theta_s = \theta_s(x_s(\lambda)).$

One way to interpret the model is, a user with $\frac{\hat{\lambda}_s}{\lambda} > 1$ is willing to pay higher price than the current network price $\lambda$, and $\frac{U_s(x_s(\lambda))}{U_s(x_s^{\text{min}})} > 1$ can be interpreted as user is satisfied with the bandwidth allocation $x_s$ at price $\lambda$. Hence, the admission control is answered by solving the maximization problem, which is defined as follows.

$$\max \sum_{s \in S} \theta_s z_s$$

s.t. $Ax \geq C$, $z_s \in \{0, 1\}$ $\forall s \in S$ over $\bar{0} \leq x^{\text{min}} \leq x$.

where $z_s = 1$ if user $s$ is selected, otherwise $z_s = 0$.

Selecting users for network admission is similar to solving the Knapsack decision problem that is, given a set of $[5]$ users, with each user associated with some value $\theta_s$ and the weight $x_s^{\text{min}}$. The objective is to select users that maximize $\sum_{s \in S} \theta_s$, while obeying the fixed maximum total link capacity $C_l$, such that $\sum_{s \in S_l} x_s \leq C_l$. However, Knapsack decision problem turns out to be another NP-hard problem [9,10]. Thus, finding the resolution is at least as difficult as the decision problem, and there is no known polynomial algorithm which can tell, given the solution, whether it is optimal. One of the most popular approaches to solve Knapsack decision problem is by dynamic programming (DP) technique [10], that is to explore the space of all possible solutions by carefully decomposing things into a series of sub problems. The running time of the algorithm is $O(5|S|) C_l$. However, $C_l$ can be very large and the computation takes long time. Consequently, user landscape in the network may change before the completion of admission control process. Thus, the existing solution for dynamic programing may be too slow for this problem. Furthermore, in dynamic programing, the weight is assumed to be integer, which is not suitable for allocated bandwidth because $x_s$ is real number.

Therefore, to solve this network admission problem, we propose a greedy based solution. It is less optimal than dynamic programing based solutions because there is no efficient greedy rule that always constructs an optimal solution [10]. However, since admission control is done in a centralized manner, greedy based algorithm may provide a shorter running time. The algorithm is designed as the following.

**Algorithm 1: User Selection Algorithm**

1. $\theta_{s}^{\text{max}} = \max\{\theta_{s}(\lambda)\}$
2. $x_{s}^{\text{min}} = \text{get_bandwidth}(\theta_{s}^{\text{max}})$
3. if $(x_{s}^{\text{min}} + \sum_{l \in \text{route } r_{l}} x_{l} \leq C_{l}, \text{ for } \forall l \in r_{l})$ and $(s \notin \text{route } r_{l})$ then
4. Reserve $l$ for user $s$, for $\forall l \in r_{l}$
5. $C_{l} = C_{l} - x_{s}^{\text{min}}$ for $\forall l \in r_{l}$
6. $\hat{S} = \hat{S} + s$
7. $\theta_{\text{SET}} = \theta_{\text{SET}} - \theta_{s}^{\text{max}}$
8. Repeat from line 1 until $|\theta_{\text{SET}}| = 0$ // until $\theta_{\text{SET}}$ is empty

Let $\theta_{\text{SET}}$ denotes a set of $\theta_{s}$ that is associated with user and $\hat{S}$ denotes a set of users admitted into network. In line 1 and 2 of
User selection algorithm, given \( \theta_{s}^{\text{max}}, x_{s}^{\text{min}} \) is retrieved. In line 3, the algorithm verifies whether the link has sufficient capacity to provide at least \( x_{s}^{\text{min}} \) and verifies that \( x_{s}^{\text{min}} \) has not been included in previous run/loop. Line 4-6, the algorithm reserves path for the admitted user and includes user in \( S \). Next, \( \theta_{s}^{\text{max}} \) is removed from the set in line 7. However, it is also possible that some existing users may leave or incoming users may try to access the network before the network completes its own admission control. Thus, line 7 is modified as follows.

\[
\theta_{\text{SET}} = \theta_{\text{SET}} - \theta_{s}^{\text{max}} - \{ \theta_{s}^{\text{leave}} \} + \{ \theta_{s}^{\text{join}} \},
\]

where \( \{ \theta_{s}^{\text{leave}} \} \) and \( \{ \theta_{s}^{\text{join}} \} \) are sets of users that leave and join the network prior to the completion of user selection. We also assume that network immediately provides the service as soon as the user is admitted into network.

The performance of this algorithm is determined by number of links \( |L| \), number of users \( |S| \), and the number of links in the path \( r_{s} \) of each admitted user \( s \) that needs to be updated. Thus, the total running time is at most \( O(|L| \cdot |S|) \). This selection process above is quicker than DP as we illustrate here: Assume that \( x_{s} \) is rounded, time required to find the entire combination of all possible solutions on link \( C_{i} \) is \( O(|S| \cdot |C|) \). The time needed to find the best solution among all existing solutions is \( O(|S|) \) and, for each selected \( s \), the network must reserve the entire \( l \in r_{s} \), which takes \( O(|L|) \). In addition, there has to be another \( O(|L|) \) for the network to ensure that no user is left behind. Thus, let \( C^{*} = \max(C) \), the total running time with DP is \( O\left(|L| \cdot |S| \cdot C^{*} + |S| \cdot |L|^{2}\right) \geq O(|L| \cdot |S|) \).

Nevertheless, in reality, user utility is usually only known to the user but not to network. Observe that sigmoidal function \( U_{s}(x_{s}(\lambda)) \rightarrow 1 \) as \( x_{s}(\lambda) \rightarrow \infty \). Thus, when \( x_{s}^{\text{min}} < x_{s}(\lambda), U_{s}(x_{s}^{\text{min}}) \leq 1 - \epsilon, \) where \( \epsilon \) denotes a positive constant variable. Notice that

\[
\lim_{\lambda \to \infty} \sup_{x_{s}(\lambda)} \frac{U_{s}(x_{s}(\lambda))}{U_{s}(x_{s}^{\text{min}})} + \epsilon = 1.
\]

Thus, we have

\[
\lim_{\lambda \to \infty} \sup_{x_{s}(\lambda)} \frac{U_{s}(x_{s}(\lambda))}{U_{s}(x_{s}^{\text{min}})} + \epsilon = \frac{\lambda_{s}}{\lambda} x_{s}(\lambda) \rightarrow \frac{\lambda_{s}}{\lambda} x_{s}(\lambda).
\]

For that reason, function \( \theta_{s}'(x_{s}(\lambda)) \) is approximated as follows.

\[
\theta_{s}'(x_{s}(\lambda)) = x_{s}(\lambda) \cdot \frac{\lambda_{s}}{\lambda} \cdot \left\{ \begin{array}{ll}
1, & x_{s}(\lambda) \geq x_{s}^{\text{min}} \\
\frac{x_{s}(\lambda)}{x_{s}^{\text{min}}}, & x_{s}^{\text{min}} > x_{s}(\lambda) > 0 \\
\frac{\tau}{x_{s}^{\text{min}}} & \text{Otherwise}
\end{array} \right.
\]

where \( \tau \) is a positive constant when \( x_{s}(\lambda) = 0 \). Depending on how the utility function is conditioned, user may decide not to transmit data. For instance, when the price is too high [2] or when the allocated bandwidth is less than the minimum [5].

After the completion of the admission control and if there is underutilized link, that is \( \sum_{s \in S \setminus \{\}} x_{s}^{\text{min}} < C, \) the unutilized bandwidth of \( C_{i} - \sum_{s \in S \setminus \{\}} x_{s}^{\text{min}} \) can be distributed to admitted users by solving (5). This way, network can sell the unused bandwidth to increase revenue and throughput.

In addition to allocating unused bandwidth, the network can also adjust the bandwidth allocation that is allocated to the admitted users according to certain criteria of fairness. For example, one of the well-known fairness models is the proportionally fairness introduced by Kelly in [1,3].

**Definition 3**: A vector of rates \( x = (x_{l}, l \in L) \) is proportionally fair if it is feasible, that is \( x \geq 0 \) and \( Ax \leq C \), and if for any other feasible vector \( x^{*} \), the aggregate of proportional changes is zero or negative:

\[
\sum_{s \in S} \frac{\left(x_{s}^{*} - x_{s}\right)}{x_{s}} \leq 0.
\]

However, (7) is not sufficient because the network must meet the condition that \( x_{s}^{\text{min}} \leq x^{*} \).

Hence,

\[
x^{*} = \begin{cases} x^{*}, & \text{if } x_{s}^{\text{min}} \leq x^{*} \\ x, & \text{Otherwise} \end{cases}
\]

**Lemma 1**: Condition (8) satisfies (7).

**Proof**: There is other feasible vector \( x^{*} \) that is proportionally fair and \( x^{*} \leq x_{s}^{\text{min}} \). But by condition (8), that \( x^{*} = x_{s} \), which implies \( \sum_{s \in S} \frac{\left(x_{s}^{*} - x_{s}\right)}{x_{s}} = \sum_{s \in S} \frac{\left(x_{s} - x_{s}\right)}{x_{s}} = 0 \). Otherwise

\[
\sum_{s \in S} \frac{\left(x_{s}^{*} - x_{s}\right)}{x_{s}} \leq 0.
\]

Thus, this satisfies (7).

V. Simulation

To demonstrate how the rate allocation algorithm asymptotically converges after admission control is performed, we employ a network of five nodes and four links with capacity of 10 shared by four users: user 0, 1, 2, and 3, as depicted in figure 1. The objective is to simply demonstrate how admission control is practiced and to show that the algorithm also achieves convergence after admission control. The setup configuration is described in table 1 and the initial price is 2.05 unit currency per unit bandwidth.

<table>
<thead>
<tr>
<th>User</th>
<th>Willingness to pay</th>
<th>Initial bandwidth (BW) demand</th>
<th>BW minimum requirement (x_s^{\text{min}})</th>
<th>Initial rate Allocation (x_s)</th>
<th>( \theta_s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>User 0</td>
<td>40</td>
<td>10</td>
<td>2</td>
<td>2.41</td>
<td>19.16</td>
</tr>
<tr>
<td>User 1</td>
<td>50</td>
<td>10</td>
<td>2</td>
<td>2.67</td>
<td>29.40</td>
</tr>
<tr>
<td>User 2</td>
<td>60</td>
<td>10</td>
<td>2</td>
<td>2.80</td>
<td>39.36</td>
</tr>
<tr>
<td>User 3</td>
<td>30</td>
<td>10</td>
<td>2</td>
<td>2.87</td>
<td>4.16</td>
</tr>
</tbody>
</table>

Table 1. The simulation setup and initialization.
As described in table 1, the total initial users’ demand exceeds the link capacity of 10, that is 40 > C. Consequently, network increases the price to 30 unit currency and force users to lower their transmission rate. Note, after the initial bandwidth allocation, user 3 suffers poor performance because network is unable to meet the required minimum bandwidth. At this time, network performs admission control by solving (6) to compute $\vartheta$ value of each user at iteration 100. The network selects a set of users according to $\vartheta$ value, resulting in the selection of user 0, 1, and 2, but not user 3 because user 3 has the least $\vartheta$ value, as described in table 1. Figure 2.a and 2.b illustrate that the rate distribution algorithm converges after user 3 is removed from the network. Next, the spare bandwidth is distributed among admitted users, user 0, 1, and 2, as illustrated in figure 2.a. Furthermore, notice that user 0, 1, and 2 receive different bandwidth allocation because the allocation is determined by the price that each user is willing to pay, which is explained in our previous work [5]. In addition, observe that user 0, 1, and 2 also achieve higher utility after user 3 is removed, as illustrated in figure 2.b. The rise in user utility reflects the increase in bandwidth allocation shown in figure 2.a. Also note that user 3 utility is flat at zero because s/he is transmitting data below the minimum. Thus, it also makes user 3 the best candidate to be removed from the network. Once user 3 is removed, the algorithm converges as demonstrated in figure 2.b.

![Fig. 2.a (left) and 2.b (right): Rate allocation and user utility.](image)

<table>
<thead>
<tr>
<th></th>
<th>Link AB</th>
<th>Link BC</th>
<th>Link CD</th>
<th>Link DE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before</td>
<td>2.05</td>
<td>4.92</td>
<td>7.59</td>
<td>10</td>
</tr>
<tr>
<td>After</td>
<td>0</td>
<td>3.54</td>
<td>6.89</td>
<td>10</td>
</tr>
<tr>
<td>Adjusted</td>
<td>0</td>
<td>3.56</td>
<td>6.9</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 2. Result of before and after implementing admission control and adjusting the rate according to proportional fairness.

To overcome under-utilization, the network may adjust the allocated bandwidth according to proportional fairness. As shown in table 2, the network takes 0.1 from each user 0 and 1, and reallocates it to user 2 and therefore increasing user 2’s flow by 0.2 according to equation (7). As a result, the link utilization on link BC and link CD increase by 0.2 and 0.1 respectively, leading to higher overall network utilization by 0.3. This affirms that Kelly’s proportional fairness can be utilized to achieve higher network utilization by reallocating bandwidth among admitted users. This outcome also provides a counter example of the findings in [29,30] that proportional fairness favors shorter flows in achieving higher overall network utilization. In our simulation setup, prioritizing longer flow achieves higher overall network utilization. Thus, how network is set up determines whether proportional fairness will favor shorter or longer flows.

VI. CONCLUDING REMARKS

This paper provides new perspectives to the study of network congestion by incorporating user expectation and behavior toward quality of experience (QoE). This is important because the aggregate QoS, user utility, and network revenue. However, finding the optimal solution and the ideal balance among these three factors is very difficult because the solution is greedy based approach. Hence, the tradeoff for a quicker solution is to settle for a suboptimal one. In addition,
we demonstrate that implementing admission control may lead to higher user utility, but it may also lead to lower network utilization or throughput. We also show that the rate allocation algorithm converges after admission control, although there is no study yet to evaluate the benefits or costs of suboptimal solution other than those mentioned in paper. These will be addressed in the future work.
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