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Abstract—Multivariate blockwise Granger causality (BGC) is used to reflect causal interactions among blocks of multivariate time series. Especially, spectral BGC and conditional spectral BGC are used to disclose blockwise causal flow among different brain areas in various frequencies. In this paper, we demonstrate that (i) BGC in time domain may not necessarily disclose true causality. (ii) Due to the use of the transfer function or its inverse matrix and partial information of the multivariate linear regression model, both of spectral BGC and conditional spectral BGC have shortcomings and/or limitations which may inevitably lead to misinterpretation. We then in time and frequency domains develop two new multivariate blockwise causality methods for the linear regression model, called blockwise new causality (BNC) and spectral BNC respectively. By several examples we confirm that BNC measures are more reasonable and sensitive to reflect true causality or trend of true causality than BGC or conditional BGC. Finally, for EEG data from an epilepsy patient we analyze event-related potential (ERP) causality and demonstrate that both of BGC and BNC methods show significant causality flow in frequency domain, but the spectral BNC method yields satisfactory and convincing results which are consistent with event-related time-frequency power spectrum activity. The spectral BGC method is shown to generate misleading results. Thus, we deeply believe that our new blockwise causality definitions as well as our previous new causality definitions in [30] may have wide applications to reflect true causality among two blocks of time series or two univariate time series in economics, neuroscience and engineering.
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I. INTRODUCTION

The issue of causality has been an important topic for over two thousand years. Along this line researchers defined many causality methods to reveal causal influence in one system. To judge whether one causality method is good or bad, the key point is that the causality method can well reveal the inherent true (real) causality in the system. In the literature, GC is one of the most popular methods to detect the directional causal influence of system components because of its simplicity and easy implementation, and plays a vital role in knowing about systems behavior in a variety of areas, such as economics [1], [2], climate studies [3], genetics [4], and neuroscience [5], [6]. In 1956, Wiener [7] proposed the basic idea of GC and in 1969, Granger [8] formalized GC with a linear regression model of time series, which can be described below: if the variance of the prediction error of one variable $X_1$ is larger than or equal to that of the prediction error by adding the second variable $X_2$, then $X_2$ has a causal flow on $X_1$.

Although GC has tremendous applications in many areas, it has also been criticized by many researchers for a variety of reasons [9], [10]. The criticism has mostly been focused on the debate on the relationship between GC and true causality. Moreover, Granger himself indicates that GC may not necessarily be true causality [11]. The original GC in time domain is only suitable for the causality between pairs of variables in a multivariate set. To analyze causality for multivariate time series, conditional GC has been developed [12], [13]. To discuss causality in some specific frequency, the original GC has been developed in spectral domain such as spectral GC and conditional spectral GC [12], [13]. Some other typical spectral causality measures include partial directed coherence (PDC) [14], relative power contribution (RPC) [15], directed transfer function (DTF) [16] and short-time direct directed transfer function (SdDTF) [17]. These measures have yielded many interesting results in the applications to neural data [12], [15], [17]-[29]. The reason why these related measures were developed is precisely because there is no single accepted definition for true causality, and these alternative measures reflect alternative notions of causality.

In 2011, Hu et. al [30] listed many shortcomings/limitations of GC or Granger-like causality methods by using a number of illustrative examples and showed that GC is only a causality definition in the sense of Granger and why GC does not reflect real causality, and meanwhile proposed new causality (NC). Hu et. al [30] defined NC as a causality from one time series ($Y$) to another time series ($X$), represented in the multivariate time series linear regression model. The key idea of NC is to use the proportion that $Y$ occupies among all contributions to $X$ to describe the strength of the real causality from $Y$ to $X$, and is shown to be more accurate and sensitive than GC to reveal true causality or trend of true causality by those...
examples. By one simple example NC is shown to be an extension of GC and overcomes GC’s shortcomings /limitations. For a multivariate time series linear regression model, Hu et al [30] gave a general guideline to define causality from Y to X, that is, one must consider all contributions to X. A good definition for defining real causality should describe that, among all contributions to X, that percentage (or the proportion) that Y contributes (or occupies). It is obvious that the true causality is larger when the proportion is larger or vice versa. Any causality measure violating this general guideline inevitably cannot reflect true causality. For example, the majority of existing causality definitions in the spectral domain are based on the linear regression model’s transfer function matrix or the inverse matrix of the transfer function. The transfer function matrix is totally different from the linear regression model’s coefficient matrix by noting the difference of the corresponding diagonal elements of two matrices. Therefore, they all violate the general guideline and inevitably cannot reflect true causality. In our recent work [31] we applied NC and GC methods to study causality flow during motor imagery using scalp EEGs in BCI competition IV held in 2008 and found that NC method largely improves the classification rate than GC method. It is noted that NC can be used for multivariate time series unlike the bivariate GC which can only be applied to two time series although conditional GC can be applied to three or more time series.

It should be emphasized that any causality measure based on multivariate linear regression model with time-invariant coefficients is causal effect or causal influence and is not causal mechanism. In [32] the authors pointed out that Hu et al’s NC [30] is not causal effect. Instead, it is causal mechanism because the NC defined by Hu et al [30] employs the linear regression model’s time-invariant coefficients. GC is causal effect because there is the “effect”: reduction of prediction error. We argue that this statement in [32] is not correct. The reasons are as follows: i) Causal effect and causal mechanism are two different concepts. The influence from one variable \( X_2 \) to the other variable \( X_1 \) is called causal effect or causal influence. Causal mechanism represents a process through which the treatment/input causally affects the outcome/observation (see, e.g., the diagram of a simple causal mechanism in Figure 1 of [33]. According to this diagram, dynamical causal model (DCM) is a typical causal mechanism). Let’s see DCM’s equivalent discrete form EGCM of equation (2) in [34] in the case of \( p = 1 \) and \( g(x) = x \), that is, the following GCM with additional inputs:

\[
\begin{align*}
X_{1,t} &= a_{11} X_{1,t-1} + a_{12} u_{t-1} + \epsilon_{1,t} \\
X_{2,t} &= a_{21} X_{1,t-1} + a_{22} u_{t-1} + \eta_{1,t} + \eta_{2,t} \\
\end{align*}
\]

(1)

In this case, the diagram in Figure 1 of [33] can be simplified by the following diagram:

From the diagram in Figure 1, one can clearly see that causal mechanism from \( u \) to \( X_2 \) for equation (1) is a process which involves an indirect causal effect and a direct causal effect. So, causal mechanism actually consists of direct and indirect causal effects. Hence, for a multivariate linear regression model with time-invariant coefficients, the influence from one variable to the other variable is always called causal effect or causal influence. ii) The authors in [32] said that NC is causal mechanism because it includes coefficients of the regression model. In fact, mathematically, GC in time domain and all Granger-alike causalities in frequency domain also include coefficients of the regression model. An immediate example is PDC which includes nothing except for coefficients of the regression model. However, in the literature, nobody says that GC in time domain and Granger-alike causalities in frequency domain discuss causal mechanism, but causal effect or causal influence. Therefore, in this way, NC also discusses causal effect or causal influence like GC and Granger-alike causalities. iii) The authors in [32] think that causal effect in the case of GC (time domain) mainly lies in the fact that adding \( X_2 \) can causes the reduction of prediction error of \( X_1 \). However, in the literature Granger-alike causality approaches (such as PDC, RPC, DTF) in frequency domain do not talk about “the reduction of prediction error” because these approaches use only the transfer function (based on joint regression model) and has nothing to do with auto regression model (so, there is no “the reduction of prediction error”). But, in the literature they are all called to reflect causal effect or causal influence, not causal mechanism.

In fact, GC, Hu et al’s NC, and Granger-like causality tools are all to describe not only existence of causal effect or causal influence and but also the strength of causal effect or causal influence. To reveal the real strength of causal effect one must use the whole information from the model which of course includes the time-invariant coefficients. Using NC method, in [30] Hu et al showed that the causal effect changes as the time-invariant coefficients change (see, e.g., Fig.10(b) of [30]). Additionally, even in the nonlinear dynamical regression model (1) of [35], convergent cross mapping (CCM) was designed to describe the different causal effects as the time-invariant coefficient parameters are different (see Fig.3B [35]). In summary, whether or not a causality method involving the time-invariant coefficients of the model is not the reason that this causality method reveals causal mechanism not causal effect!

In neuroscience, currently multi-channels of EEG recording and functional imaging play a more and more important role in studying network mechanisms for cognition and disease diagnosis. For example, we may be interested in causal flow among different subsets (or group, blocks) of the recorded brain areas. Since there may not exist causal interactions between two single time series but there may exist causality among blocks of time series, to reveal directional causal interaction.
influence among different blocks, currently there are two standard approaches: one approach is to either average or extract a principal component to obtain a single time series from each block and then apply the bivariate GC [13], [36], [37]; the other one is to directly calculate the bivariate GC for all pairwise combinations where one time series is from the first block and the other one is from the second block and then summarize pairwise causality values as the total GC between the two blocks. Reasonableness of the first approach is questionable because averaging or a principal component can not completely represent all data channels in one block. The second approach is intuitive but has the following shortcomings: 1) it is computationally cumbersome; 2) it may cause unexpected uncertainty because the estimated model may have different parameters (such as model order) for different blocks of data, as a result may lead to erroneous results in practice [38], [39]. To overcome these shortcomings, BGC and spectral BGC were proposed for multivariate time series [13], [40], [41]. Since BGC or spectral BGC is an extension of the bivariate GC to blockwise case and the bivariate GC may not disclose true causality between two univariate time series as pointed out in detail in [30], inevitably, they may not be able to disclose real causal flow among different blocks. Their shortcomings will be discussed in detail later in this paper.

It is noted that NC and spectral NC in [30] can disclose direct causality influence between any two single time series in a linear regression model. In this paper, on one hand, we demonstrate that (i) BGC in time domain may not disclose true causality. (ii) Spectral BGC and conditional spectral BGC have many shortcomings/limitations since these methods use the transfer function (or its inverse matrix) and partial information of the model, which may lead to misinterpretation results. On the other hand, we extend NC in time and frequency domains to blockwise case based on the Frobenius norm of a vector or matrix and propose BNC and spectral BNC. Finally, we demonstrate that the proposed BNC measures are advantageous over existing methods by several illustrative examples. In particular, for a real ERP EEG data from a seizure patient spectral BNC gives promising results while the spectral BGC generates misleading results. Thus, our proposed BNC measures may shed brand-new light on blockwise causality analysis. We envision that the proposed BNC measures will have a wide range of applications in other areas, such as economic science, engineering, as well as neuroscience.

We organize the paper as below. Section II introduces blockwise causality methods in time and frequency domains. Section III provides validation examples of blockwise causality analysis. Section IV makes concluding remarks.

II. METHODS

A. Blockwise Causality Analysis in Time Domain

We will first introduce the existing BGC and conditional BGC in this section. We will then propose a BNC.

1) BGC and Conditional BGC: Suppose, given two blocks of time series $X_i = [x_{i1}, \ldots, x_{ip}]^\top$, $i = 1, 2$, which are assumed to be jointly stationary where $\top$ denotes the matrix transposition. $X_1$ and $X_2$ have the following autoregressive model

$$X_{1,t} = \sum_{j=1}^{m} A_{11,j} X_{1,t-j} + \epsilon_{1,t}$$

$$X_{2,t} = \sum_{j=1}^{m} A_{22,j} X_{1,t-j} + \epsilon_{2,t}$$

and $X_1$ and $X_2$ have the following joint regression model

$$X_{1,t} = \sum_{j=1}^{m} A_{11,j} X_{1,t-j} + \sum_{j=1}^{m} A_{12,j} X_{2,t-j} + \eta_{1,t}$$

$$X_{2,t} = \sum_{j=1}^{m} A_{21,j} X_{1,t-j} + \sum_{j=1}^{m} A_{22,j} X_{2,t-j} + \eta_{2,t}$$

(3)

where $t = 0, 1, \cdots, N$. $A_{ij,j}$ is $p_i \times p_i$ dimensional matrix, $A_{ik,j}$ is a $p_i \times p_k$ dimensional matrix ($k = 1, 2$), $\epsilon_i = [\epsilon_{ip1}, \ldots, \epsilon_{ipj}]^\top$ and $\eta_i = [\eta_{ip1}, \ldots, \eta_{ipj}]^\top$ are two random noise vectors, $\epsilon_{ij}$ and $\eta_{ij}$ have zero mean, $j = 1, \ldots, p_i, i = 1, 2$. The covariance matrix of $\epsilon_1$ and $\epsilon_2$ is $\Sigma = \begin{pmatrix} \Sigma_1 & \Sigma_2 \\ \Sigma_2' & \Sigma_2 \end{pmatrix}$

(4)

If we check the first two equalities in equation (2) and (3), the BGC ([36], [42]), from $X_2$ to $X_1$ is defined by

$$F_{X_2 \rightarrow X_1} = \ln \left| \frac{\Sigma_1}{\Sigma_2} \right|$$

(5)

where $| \cdot |$ denotes the determinate of the enclosed matrix. Obviously, $F_{X_2 \rightarrow X_1} = 0$ if no causal flow from $X_2$ to $X_1$ exists and $F_{X_2 \rightarrow X_1} > 0$ if there is. The causal flow from $X_1$ to $X_2$ is similarly given by

$$F_{X_1 \rightarrow X_2} = \ln \left| \frac{\Gamma_1}{\Gamma_2} \right|$$

(6)

Given two blocks of time series, there are two types of interactions between these two blocks: the interaction is direct or the interaction is mediated by another block of time series. In order to determine the type of interactions (direct or mediated), the conditional BGC ([13], [42]) was proposed as

$$F_{X_2 \rightarrow X_1|X_3} = \ln \left| \frac{\var(X_{1,t}|X_{1,t-1}, X_{3,t-1})}{\var(X_{1,t}|X_{1,t-1}, X_{2,t-1}, X_{3,t-1})} \right|$$

(7)

where $X_{i,t-1}$ is denoted as the subspace of $\{X_{i,s}; s \leq t-1, i = 1, 2, 3\}$, $X_3 = [x_{31}, \ldots, x_{3p}]^\top$, $X_1, X_2, X_3$ are three blocks of time series of two blockwise regressive models below:

$$X_{1,t} = \sum_{j=1}^{m} a_{11,j} X_{1,t-j} + \sum_{j=1}^{m} a_{13,j} X_{3,t-j} + \epsilon_{3,t}$$

and $X_{1,t} = \sum_{j=1}^{m} a_{11,j} X_{1,t-j} + \sum_{j=1}^{m} a_{12,j} X_{2,t-j} + \sum_{j=1}^{m} a_{13,j} X_{3,t-j} + \eta_{3,t}$

(9)

where $\epsilon_3 = [\epsilon_{ip1}, \ldots, \epsilon_{ipj}]^\top$ and $\eta_3 = [\eta_{ip1}, \ldots, \eta_{ipj}]^\top$ are two random noise vectors.

In all illustrative examples in this paper, for simplicity we always assume $p_i = 2$, that is, the block is a vector with two elements.
In order to give a better explanation for BGC, we would like to first introduce the properties of BGC as below:

**Property 1:** (i) Let’s take the following model as an example,

\[
\begin{align*}
    x_{11,t} &= a_{11,i}x_{21,t-1} + 0.1x_{22,t-1} + \eta_{11,t} \\
    x_{12,t} &= -0.1x_{21,t-1} - 0.7x_{22,t-1} + \eta_{12,t} \\
    x_{21,t} &= 0.7x_{21,t-1} + 0.1x_{22,t-1} + \eta_{21,t} \\
    x_{22,t} &= 0.1x_{21,t-1} + 0.7x_{22,t-1} + \eta_{22,t}
\end{align*}
\]  

(10)

where \( \eta_{ij} \) are four independent white noise processes with zero mean and variance of \( \sigma^2_{\eta_{ij}} = 1 = \sigma^2_{\eta_{22}} \), \( i, j = 1, 2 \). We demonstrate two different cases of BGC values in Fig. 2: (1) \( a_{13,1} = -0.7 \) and \( \sigma^2_{\eta_{11}} = \sigma^2_{\eta_{12}} \) ranges from 0.01 to 2 at the same time; (2) \( a_{13,1} \) ranges from -0.15 to -0.95 and \( \sigma^2_{\eta_{11}} = 1 = \sigma^2_{\eta_{22}} \). We can easily tell, from Fig. 2(a) and Fig. 2(b), that the BGC values derived from \( X_2 \) to \( X_1 \) will decrease if the variance value of \( \sigma^2_{\eta_{11}} \) or \( \sigma^2_{\eta_{12}} \) increases (or increases if the amplitude \( |a_{13,1}| \) increases). This indicates that the increasing of the amplitude \( |a_{13,1}| \) or the decreasing of variance of the residual term \( \eta_1 \) will cause the increasing of BGC value from \( X_2 \) to \( X_1 \). Therefore, we can draw a conclusion that the BGC value is actually a relative concept. If we find a larger BGC value from \( X_2 \) to \( X_1 \), this indicates that, compared to the influence from the residual term \( \eta_{1,t} \), the causal influence from the first term \( A_{12,1}X_{2,t-1} \) \( (A_{12,1} = [a_{ij,1}]_{2 \times 2}, i = 1, 2, j = 3, 4, a_{14,1} = -0.1, a_{23,1} = -0.1, a_{24,1} = -0.7) \) is occupying a larger portion, or vice versa.

(ii) Now, let’s take a look at the model as below

\[
\begin{align*}
    x_{11,t} &= a_{11,i}x_{11,t-1} + a_{12,1}x_{21,t-1} + 0.2x_{21,t-1} - 0.1x_{22,t-1} + \eta_{11,t} \\
    x_{12,t} &= 2a_{21,1}x_{11,t-1} + a_{22,1}x_{21,t-1} - 0.1x_{21,t-1} - 0.1x_{22,t-1} + \eta_{12,t} \\
    x_{21,t} &= 0.1x_{11,t-1} + a_{21,2}x_{21,t-1} + 0.2x_{21,t-1} + 0.1x_{22,t-1} + \eta_{21,t} \\
    x_{22,t} &= a_{41,1}x_{11,t-1} + a_{42,1}x_{21,t-1} + 0.1x_{21,t-1} - 0.1x_{22,t-1} + \eta_{22,t}
\end{align*}
\]

(11)

where \( 0 < a_{ik,1}, a_{jk,1} < 1 \) and for simplicity, we will assume that \( \eta_{ik} \) are four independent white noise processes with zero mean and variance of \( \sigma^2_{\eta_{11}} = 1 = \sigma^2_{\eta_{12}}, \sigma^2_{\eta_{21}} = 1 = \sigma^2_{\eta_{22}}, i = 1, 2, j = 3, 4, k = 1, 2 \). Fig. 3 shows BGC from \( X_2 \) to \( X_1 \) for (11) under different parameters \( a_{ik,1} \) and \( a_{jk,1} \). One thing we would like to point out is that, when we compute the BGC value, for each specific (11), we always generate a data set of 200 realizations of 10000 time points and then estimate autoregressive representation model (2) and joint representations model (3), with the order of 8, via employing the least-squares method and calculating the BGC value where the order 8 fits for every examples in this section [please refer to Fig. 3(a) and (b) from which we can easily tell that BGC values are steady when the order of the estimated models is larger than 8]. Next, we calculate the average value across all realizations and obtain the BGC value from \( X_2 \) to \( X_1 \). From Fig. 3, we can clearly find out that the BGC value from \( X_2 \) to \( X_1 \) is not related to parameters \( a_{ik,1} \) and \( a_{jk,1} \) [parameters \( a_{ik,1} \) and \( a_{jk,1} \) are chosen to make sure (11) is not diverge]. It should be noted that this result is consistent with spectral BGC result introduced later in this paper.

(iii) For (3), if \( \eta_{11,t} = \eta_{21,t} \) and \( \eta_{12,t} = \eta_{22,t} \) at the same time or \( \eta_{21,t} = 0 \equiv \eta_{22,t} \), then BGC from \( X_2 \) to \( X_1 \) equals to zero. This can be proved from the spectral BGC (28) demonstrated later.

Generally speaking, in theory, the BGC value and the conditional BGC value (except the two specific cases in (iii) of Property 1) are very useful to determine if there is directional interaction between two blocks of time series or among three blocks of time series. However, a question is raised when the causal influence exists: will the BGC value or the conditional BGC value reflect the true causality? In order to answer this question, we will use the simple model below as an example for discussion.

\[
\begin{align*}
    X_{1,t} &= A_{12,1}X_{2,t-1} + \eta_{1,t} \\
    X_{2,t} &= A_{21,1}X_{1,t-1} + \eta_{2,t}
\end{align*}
\]

(12)

where \( \eta_1 = [\eta_{11}, \eta_{12}]^T \) and \( \eta_2 = [\eta_{21}, \eta_{22}]^T \) are two independent random vectors with zero mean and \( A_{12,1}A_{21,1} \neq 0 \). From (12) one can get

\[
    X_{1,t} = A_{12,1}(A_{21,1}X_{1,t-2} + \eta_{2,t-1}) + \eta_{1,t}
\]

(13)

Thus, the BGC value \( F_{X_2 \rightarrow X_1} \) is

\[
    \ln \left| E \left( (A_{12,1}\eta_{2,t-1} + \eta_{1,t}) (A_{12,1}\eta_{2,t-1} + \eta_{1,t})^T \right) \right|^{-1/2} \in [0, +\infty)
\]

(14)
from which one can see that (14) only involves two noise terms and does not include the first term of (13). However, all three terms make contributions to current $X_{1,t}$, and $A_{12,1}A_{21,1}X_{1,t-2}$ should have causal flow on $X_{1,t}$ and should be considered to demonstrate true causality from $X_2$ to $X_1$. In particular, if the covariance matrix of $\eta_2$ is equal to zeros, we obtain $X_{1,t} = A_{12,1}A_{21,1}X_{1,t-2} + \eta_{1,t}$, thus $F_{X_2 \rightarrow X_1} = 0$. Note that $A_{12,1}A_{21,1} \neq 0$ and $A_{21,1}X_{1,t-2}$ is from $X_2 \rightarrow X_1$, we see that $X_2$ has nonzero true causality on $X_1$. Therefore, this simple illustrative examples demonstrates that BGC and conditional BGC methods may not necessarily disclose true causality. We summarize our comments in the following remark.

**Remark 1.** (i) If causality from $X_2$ to $X_1$ exists, $F_{X_2 \rightarrow X_1}$ varies in $(0, +\infty)$. However, as shown above, the BGC value may not reflect true causality correctly. In other words, the BGC value may have nothing to do with true causality. Therefore, based on the the value of $F_{X_2 \rightarrow X_1}$, it will be very difficult to conclude how much real impact or influence is caused. So, even there is a smaller value of $F_{X_2 \rightarrow X_1}$ (e.g., it equals to 0.1), it does not necessarily indicate that $X_2$ has smaller (less) causal influence on $X_1$. On the other hand, when we obtain a larger value of $F_{X_2 \rightarrow X_1}$ (e.g., it equals to 1) which can be ignored compared to $F_{X_2 \rightarrow X_1} = +\infty$, we can not claim that there is strong causality from $X_2$ to $X_1$. Next we will show this by two illustrative models below:

\[
\begin{align*}
X_{1,t} &= 0.7X_{1,t-1} + 0.2X_{2,t-1} - 0.2X_{21,t-1} - 0.1X_{22,t-1} + \eta_{11,t} \\
X_{2,t} &= 0.2X_{1,t} + 0.7X_{2,t-1} + 0.1X_{21,t-1} - 0.1X_{22,t-1} + \eta_{12,t} \\
X_{21,t} &= 0.2X_{21,t-1} + 0.1X_{22,t-1} + \eta_{12,t} \\
X_{22,t} &= 0.1X_{21,t-1} + 0.1X_{22,t-1} + \eta_{22,t}
\end{align*}
\]

and

\[
\begin{align*}
X_{11,t} &= -0.2X_{21,t-1} - 0.1X_{22,t-1} + \eta_{31,t} \\
X_{12,t} &= -0.1X_{21,t-1} - 0.1X_{22,t-1} + \eta_{32,t} \\
X_{21,t} &= 0.2X_{21,t-1} + 0.1X_{22,t-1} + \eta_{21,t} \\
X_{22,t} &= 0.1X_{21,t-1} + 0.1X_{22,t-1} + \eta_{22,t}
\end{align*}
\]

where $\eta_{ij}$ are six independent white noise processes with zero mean and variances $\sigma_{\eta_1}^2 = 0.005 = \sigma_{\eta_2}^2$, $\sigma_{\eta_3}^2 = 0.05 = \sigma_{\eta_4}^2$, $i, j = 1, 2, 3, 4$. For (15) we can obtain BGC $F_{X_2 \rightarrow X_1} = 2.94$. For (16) we can obtain BGC $F_{X_2 \rightarrow X_1} = 0.91$. Note that $\sigma^2_{\eta_1}$ and $\sigma^2_{\eta_2}$ of the noise terms $\eta_{11}, \eta_{12}$ in equation (15) are smaller. Therefore, a little or minor change (compared to $\sigma^2_{\eta_1}$ and $\sigma^2_{\eta_2}$) of the covariance of $\epsilon_1$ of the estimated autoregressive model, may result in a larger (or bigger) BGC value (see BGC definition in (5) for more detail), as shown in $F_{X_2 \rightarrow X_1} = 2.94$. We can conduct similar analysis for (16). Hence, we can conclude that both BGC values are “intuitively reasonable” according to BGC definition. Now, we have to raise one question: will the “reasonable” BGC values better reflect the true causality or trend of the true causality? Unfortunately, the answer to this question is “No”. There are four observations we should note. First, $X_2$ is same in both (15) and (16); secondly, $X_1$ is driven by $X_2$ in (16); thirdly, $X_1$ is driven by $X_1$ and $X_2$ in (15); and fourthly, impact (influence) from $\eta_1$ or $\eta_2$ is very small and it can even be ignored since their covariances are very small. As a result, we can conclude, intuitively, that the true causality from $X_2$ to $X_1$ in (15) should be weaker than that in (16). However, we should note that $F_{X_2 \rightarrow X_1} = 2.94$ for (15) is larger than $F_{X_2 \rightarrow X_1} = 0.91$ for (16). Therefore, the BGC value is unbelievable for at least in the aforementioned two cases. In other words, the resulting BGC value won’t be true to reflect the true causality. So, generally speaking, we can conclude that BGC value may not necessarily reflect true causal influence between blocks of time series.

(ii) For conditional BGC, the same problem mentioned in (i) exists.

(iii) Similar to (ii) of Remark 1 [30], in the case of blockwise, the indirect Granger causality along with a route: $X_2 \rightarrow X_3 \rightarrow X_1$ does not satisfy the cascade property, that is, $F_{X_2 \rightarrow X_1} = F_{X_2 \rightarrow X_3} \times F_{X_3 \rightarrow X_1}$.

2) **BNC**: Note the above mentioned shortcomings/limitations of BGC, we next give the BNC definition for multivariate stationary processes. Use the following general model:

\[
\begin{align*}
X_{1,t} &= \sum_{j=1}^{m} A_{11,j} X_{1,t-j} + \cdots + \sum_{j=1}^{m} A_{1n,j} X_{n,t-j} + \eta_{1,t} \\
X_{2,t} &= \sum_{j=1}^{m} A_{21,j} X_{1,t-j} + \cdots + \sum_{j=1}^{m} A_{2n,j} X_{n,t-j} + \eta_{2,t} \\
&\vdots \\
X_{n,t} &= \sum_{j=1}^{m} A_{n1,j} X_{1,t-j} + \cdots + \sum_{j=1}^{m} A_{nn,j} X_{n,t-j} + \eta_{n,t}
\end{align*}
\]

where $t = 0, 1, \ldots, N$, $X_i = [x_{i1}, \ldots, x_{ip}]^T$ are multivariate stationary processes, $\eta = [\eta_1, \ldots, \eta_p]^T$ is a noise vector with $\eta_{ij}$ having zero mean, $j = 1, \ldots, p_i$. $A_{ik}$ is a $p_k \times p_i$ dimensional matrix, $k, i = 1, \ldots, n$. From equation (17), we can easily tell that Fig. 4 completely describes all contributions to $X_{k,t}$. The contributions includes

\[
\begin{align*}
\sum_{j=1}^{m} A_{k1,j} X_{1,t-j} \cdots \sum_{j=1}^{m} A_{kn,j} X_{n,t-j} \text{ and the noise } \\
\eta_{k,t} \text{ where the contribution of } \sum_{j=1}^{m} A_{k,i,j} X_{k,t-j} \text{ is causality} \\
\text{influence from } X_{k}'s \text{ previous values. In other words, each contribution in Fig. 4 should be included in order to determine } X_{k,t}. \text{ When we consider proportions of these contributions, the following is an obvious fact: If } \sum_{j=1}^{m} A_{k,i,j} X_{k,t-j} \text{ occupies larger portion, then } X_i \text{ has stronger true causality on } X_k. \text{ Based on this fact, any ideal causality definition from } X_i \text{ to } X_k \text{ should better describe what proportion } X_i \text{ has among all these contributions. Obviously this is a general guideline to define}
\end{align*}
\]

\[
\begin{align*}
\sum_{j=1}^{m} A_{k,j} X_{n,t-j} + \eta_{k,t} \quad \text{for } X_{k,t} \quad \text{and any causality tool based on linear regression model (i.e., one must consider all contributions to the variable). Now, we will}
\end{align*}
\]
define a new direct blockwise causality from \( X_i \) to \( X_k \) below:

\[
N_{X_i \rightarrow X_k} = \frac{\sum_{t=m}^{N} \| \sum_{j=1}^{m} A_{k,i,j} X_{i,t-j} \|_F^2}{\sum_{h=1}^{n} \sum_{t=m}^{N} \| \sum_{j=1}^{m} A_{k,h,j} X_{h,t-j} \|_F^2 + \sum_{t=m}^{N} \| \eta_{k,t} \|_F^2}.
\]

(18)

where \( \| \cdot \|_F \) denotes the F-norm of the enclosed matrix, and when \( N \) is enough large,

\[
\sum_{t=m}^{N} \| \eta_{k,t} \|_F^2 = \sum_{t=1}^{m} \| \eta_{k,t} \|_F^2 - \sum_{t=1}^{m} \| \eta_{k,t} \|_F^2 \\
= N \sum_{l=1}^{p_k} \| \eta_{k,l} \|_F^2 \\
\approx N \sum_{l=1}^{p_k} \| \eta_{k,l} \|^2.
\]

Then, (18) can be approximated as

\[
N_{X_i \rightarrow X_k} = \frac{\sum_{t=m}^{N} \| \sum_{j=1}^{m} A_{k,i,j} X_{i,t-j} \|_F^2}{\sum_{h=1}^{n} \sum_{t=m}^{N} \| \sum_{j=1}^{m} A_{k,h,j} X_{h,t-j} \|_F^2 + N \sum_{l=1}^{p_k} \| \eta_{k,l} \|^2}.
\]

(20)

In this paper, we always suppose that \( N \) is large enough so that \( N_{X_i \rightarrow X_k} \) can be described as (20). Generally speaking, we will be able to make some important comments as follows.

**Remark 2:** (i) For (15) and (16), we can get \( N_{X_i \rightarrow X_k} = 0.1297 \) and 0.9997, respectively. For (16), \( N_{X_i \rightarrow X_k} = 0.9997 \) indicates that the noise \( \eta_3 \) has less influence on \( X_1 \) and can be ignored. So the true causality from \( X_2 \) to \( X_1 \) for (16) is close to that of the following model

\[
x_{11,t} = -0.2 x_{21,t-1} - 0.1 x_{22,t-1} \]
\[
x_{12,t} = -0.1 x_{21,t-1} - 0.1 x_{22,t-1} \]
\[
x_{21,t} = 0.2 x_{21,t-1} + 0.1 x_{22,t-1} + \eta_{21,t} \]
\[
x_{22,t} = 0.1 x_{21,t-1} + 0.1 x_{22,t-1} + \eta_{22,t} \]

(21)

whose true causality from \( X_2 \) to \( X_1 \) obviously equals to 1 (that is, the strongest causality). Note the noise terms \( \eta_{1i} \) in (15) have small variances, one can see that the true causality from \( X_2 \) to \( X_1 \) for (15) is close to that of the following model

\[
x_{11,t} = 0.7 x_{11,t-1} + 0.2 x_{12,t-1} - 0.2 x_{21,t-1} - 0.1 x_{22,t-1} \]
\[
x_{12,t} = 0.2 x_{11,t-1} + 0.7 x_{12,t-1} - 0.1 x_{21,t-1} - 0.1 x_{22,t-1} \]
\[
x_{21,t} = 0.2 x_{21,t-1} + 0.1 x_{22,t-1} + \eta_{21,t} \]
\[
x_{22,t} = 0.1 x_{21,t-1} + 0.1 x_{22,t-1} + \eta_{22,t} \]

(22)

Since \( X_1 \)'s past value makes contribution to \( X_1 \)'s current value in (22), we can easily tell that the true causality from \( X_2 \) to \( X_1 \) for (22) is definitely weaker than that for (21). For (15), the BNC value \( N_{X_i \rightarrow X_k} = 0.1297 \) is indeed less than the BNC value \( N_{X_i \rightarrow X_k} = 0.9997 \) for (16). However, BGC value \( F_{X_2 \rightarrow X_1} = 2.94 \) for (15) is no less or equal to BGC value \( F_{X_2 \rightarrow X_1} = 0.91 \) for (16). This phenomena violates the aforementioned analysis. Thus, from these two examples BNC method defined in (18) is more sensitive to reflect true causality or trend of true causality than BGC method.

(ii) When we consider the two specific cases in (iii) of Property 1 where \( A_{12,j} \neq 0 \), we have \( F_{X_2 \rightarrow X_1} = 0 \) for (3). But, one may easily find out that \( N_{X_i \rightarrow X_k} \neq 0 \) if \( X_2 = 0 \), that is, there is true causality. Therefore, even if BGC \( F_{X_2 \rightarrow X_1} = 0 \), true causality may still exist. However, if BNC \( N_{X_i \rightarrow X_k} = 0 \), there must exist no true causality (no BGC, of course). Therefore, BNC may reveal the strength of true causality more correctly than BGC.

(iii) For BNC method, we can check that the indirect causality from \( X_i \) to \( X_k \) via \( X_1 \) satisfies

\[
N_{X_i \rightarrow X_k} \text{ via } X_1 = N_{X_i \rightarrow X_1} \times N_{X_1 \rightarrow X_k}.
\]

This cascade property does not hold for the BGC method as discussed in (iii) of Remark 1.

(iv) Suppose we have a route \( R : X_i \rightarrow X_{j_i} \rightarrow \cdots \rightarrow X_{j_2} \rightarrow X_k \) where \( \{X_{j_1}, \ldots, X_{j_k}\} \subseteq \{X_1, \ldots, X_n\} - \{X_i, X_k\} \), we can calculate the indirect causality from \( X_i \) to \( X_k \) via the route \( R \) as follow: \( N_{X_i \rightarrow X_k} \) via route \( R \)

\[
= N_{X_i \rightarrow X_{j_i}} \times \prod_{s=1}^{h-1} N_{X_{s+1} \rightarrow X_{s+2}} \times N_{X_i \rightarrow X_k}.
\]

(23)

v) It is easy to see that direct BNC in (20) is a natural extension of direct NC (20) in [30] to blockwise multivariate case.

Given a model, generally speaking, we don’t know exactly what the true causality is. However, we have pointed out (from (i) and (iii) of Remark 2) that BNC method is more sensitive to reveal the true causality or the trend of the true causality than BGC method which may generate wrong result.

### B. Blockwise Causality Analysis in Frequency Domain

In the previous section, we discussed the blockwise causality in time domain. We will introduce the blockwise causality in frequency domain in this section. We first propose a new causality definition called spectral BNC. Then we describe traditional spectral BGC and conditional spectral BGC measures and also point out their shortcomings/limitations.

1) **Spectral BNC :** Let’s use the general model (17) as an example. We will take Fourier transformation on both side of equation (17) and obtain

\[
X_1(f) = A_{11}(f)X_1(f) + \cdots + A_{1n}(f)X_n(f) + \eta_1(f) \\
X_2(f) = A_{21}(f)X_1(f) + \cdots + A_{2n}(f)X_n(f) + \eta_2(f) \\
\vdots \\
X_n(f) = A_{n1}(f)X_1(f) + \cdots + A_{nn}(f)X_n(f) + \eta_n(f)
\]

(24)

where

\[
A_{ij}(f) = \sum_{k=1}^{m} A_{ij,k} e^{-i2\pi fk}, i = 1, \ldots, n, j = 1, \ldots, n.
\]

(25)

From (24), we can tell that contributions to \( X_k(f) \) involve \( n \) parts: \( A_{ik}(f)X_i(f), (i = 1, 2, \ldots, n, i \neq k) \), the noise term \( \eta_k(f) \), and \( A_{kk}(f)X_k(f) \) which constitutes contribution from \( X_k \)'s past values. See Fig. 5 for more clearness. Based on these contributions we can naturally propose a blockwise new
Fig. 5. This figure shows all contributions to \( X_k(f) \).

Direct causality from \( X_i \) to \( X_k \) in frequency domain (called by spectral BNC) as below:

\[
N_{X_i \rightarrow X_k}(f) = \frac{\| A_{k1}(f)X_1(f) \|_F^2}{\sum_{h=1}^n \| A_{kh}(f) \|_F^2 \| S_{X_hX_k}(f) \|_F^2 + \sum_{j=1}^{\infty} \sigma_{\eta_{kh}}^2},
\]

(26)

\( i, k = 1, \ldots, n, i \neq k \), and the spectrum matrix of \( X_i = [x_{i1}, \ldots, x_{ip}]^T \) is

\[
S_{X_iX_i}(f) = \begin{pmatrix}
S_{x_{i1}x_{i1}}(f) & S_{x_{i1}x_{i2}}(f) & \cdots & S_{x_{i1}x_{ip}}(f) \\
S_{x_{i2}x_{i1}}(f) & S_{x_{i2}x_{i2}}(f) & \cdots & S_{x_{i2}x_{ip}}(f) \\
\vdots & \vdots & \ddots & \vdots \\
S_{x_{ip}x_{i1}}(f) & S_{x_{ip}x_{i2}}(f) & \cdots & S_{x_{ip}x_{ip}}(f)
\end{pmatrix},
\]

(27)

where \( S_{x_{ij}x_{ij}}(f) \) is the spectrum of \( x_{ij} \), \( S_{x_{ij}x_{ik}}(f) \) denotes the cross power spectral of \( x_{il} \) and \( x_{ih} \), \( j, l, i = 1, \ldots, n, j \neq i \). The spectrum matrix of \( X_i \) is a zero matrix if \( \eta_i \) is a zero vector and \( A_{ki}(f) \equiv 0 \), that is, all the coefficient matrices \( A_{ki1}, \ldots, A_{ki,m} \) are zero matrices.

Remark 3: We can easily find out that \( 0 \leq N_{X_i \rightarrow X_k}(f) \leq 1 \). \( N_{X_i \rightarrow X_k}(f) \equiv 0 \iff A_{ki}(f) \equiv 0 \), that is, all the coefficient matrices \( A_{ki1}, \ldots, A_{ki,m} \) are zero matrices.

\( N_{X_i \rightarrow X_k}(f) \equiv 1 \) is equivalent to that \( \eta_i \) is a zero vector and \( A_{kj}(f) \equiv 0, j = 1, \ldots, n, n, j \neq i \), that is, all the coefficient matrices \( A_{ki1}, \ldots, A_{ki,m} \) are zero matrices, \( j = 1, \ldots, n, n, j \neq i \), i.e., the 4th equality in (24) can be expressed as

\[
X_{k,t} = \sum_{j=1}^m A_{kj,j}X_{i_{t-j}}
\]

where \( X_k \) is completely driven by \( X_i \)'s past values.

Remark 4: (i) There are same problems as in (i) and (iii) of Remark 1 for the spectral BGC method.

(ii) As shown in the two specific cases in (iii) of Property 1 and for any coefficient matrices \( A_{11,j}, A_{12,j}, A_{21,j}, A_{22,j} \), we can calculate \( F_{X_{12} \rightarrow X_{1}}(f) = 0 \) from (28). But, we can check \( N_{X_{12} \rightarrow X_{1}}(f) \neq 0 \) for (3) if \( A_{12}(f) \neq 0 \) and \( X_2(f) = 0 \), this means, the real causality exists. In fact, the true causality indeed exists by observing the model in any of these two cases. Therefore, the spectral BNC method can reveal nonzero true causality even in the case of BGC value being zero.

(iii) From (28) and (29) above, we can derive \( F_{X_2 \rightarrow X_1}(f) = \ln \frac{|H_{11}(f)\Sigma_2H_{11}(f) + H_{12}(f)\tilde{\Gamma}_2H_{12}(f)|}{|H_{11}(f)\Sigma_2H_{11}(f)|} \) (30)

where \( H_{11}(f) = B_{22}(f)/ \det(B), H_{12}(f) = -\tilde{B}_{12}(f)/ \det(B), H_{21}(f) = -\tilde{B}_{21}(f)/ \det(B), H_{22}(f) = \tilde{B}_{11}(f)/ \det(B). \)

\[
\tilde{B} = [B_{ij}(f)]_{2 \times 2}, \tilde{B}_{12}(f) = B_{21}(f) - \Upsilon_2 \Sigma_2^{-1} B_{11}(f), B = [B_{ij}(f)]_{2 \times 2}, B_{kk}(f) = I - \sum_{j=1}^m A_{kj,j}e^{-i2\pi f_j}, \tilde{\Gamma}_2 = \Gamma_2 - \Upsilon_2 \Sigma_2^{-1} \Upsilon_2,
\]

Shortcomings/limitations of the spectral BGC are pointed out in the following remark.

Remark 4: (i) There are same problems as in (i) and (iii) of Remark 1 for the spectral BGC method.

(ii) As shown in the two specific cases in (iii) of Property 1 and for any coefficient matrices \( A_{11,j}, A_{12,j}, A_{21,j}, A_{22,j} \), we can calculate \( F_{X_{12} \rightarrow X_{1}}(f) = 0 \) from (28). But, we can check \( N_{X_{12} \rightarrow X_{1}}(f) \neq 0 \) for (3) if \( A_{12}(f) \neq 0 \) and \( X_2(f) = 0 \), this means, the real causality exists. In fact, the true causality indeed exists by observing the model in any of these two cases. Therefore, the spectral BNC method can reveal nonzero true causality even in the case of BGC value being zero.

(iii) From (28) and (29) above, we can derive \( F_{X_2 \rightarrow X_1}(f) = \ln \frac{|H_{11}(f)\Sigma_2H_{11}(f) + H_{12}(f)\tilde{\Gamma}_2H_{12}(f)|}{|H_{11}(f)\Sigma_2H_{11}(f)|} \) (30)

where \( H_{11}(f) = B_{22}(f)/ \det(B), H_{12}(f) = B_{21}(f), H_2(f) = B_{12}(f), \tilde{\Gamma}_2 = \Gamma_2 - \Upsilon_2 \Sigma_2^{-1} \Upsilon_2, l, h, k = 1, 2, h \neq l \).

The spectral BGC method can reveal nonzero true causality even in the case of BGC value being zero.

2) Spectral BGC and Conditional Spectral BGC: In the literature, many spectral causality measures have been proposed. We next only focus on the widely used spectral BGC and conditional spectral BGC and point out their shortcomings/limitations.

### III. Validation: Four Examples

In this section, we will introduce four examples to demonstrate the effectiveness and advance of our proposed spectral BNC. We will first make comparison between spectral
BNC and BGC measures using the first two examples in which we assume all noise terms are normal distribution and mutually independent (with variances of 1 in Example 1 and 0.3 in Example 2). We especially demonstrate some shortcomings/limitations of the existing BGC measures. In Example 3 we will discuss the synthetic simulation example of two univariate time series in simulation section [43] where even-related causality between two channels are known, and show that spectral NC or BNC is much better than spectral GC or BGC to reveal the true causality. In Example 4 (i.e., the last example 5 in [30]), we will then investigate event-related causality based on blocks of intracranial EEG from a patient suffering from seizure in left temporal lobe. The experiment includes recognizing pictures viewed (see [30] for more detail). We will compute the spectral BNC and spectral BGC for two blocks of EEGs: the first block involving two EEG channels is from left temporal lobe, and the second block involving two EEG channels is from right temporal lobe. Our simulation results demonstrates that the direct causal information influence from right side to left side can been clearly found by all blockwise measures. However, the spectral BNC result is consistent with the event-related activity and the spectral BGC result is not.

**Example 1:** In this example, we will make a comparison between spectral BGC and spectral BNC. Let’s consider the following model:

\[
\begin{align*}
X_{1, t} &= \alpha_{11, t} + \alpha_{12, t} X_{1, t-1} + \sigma_{11, t} \\
X_{2, t} &= \alpha_{21, t} + \alpha_{22, t} X_{1, t-1} + \sigma_{21, t} \\
Y_{1, t} &= 0.9X_{1, t-1} + 0.3X_{2, t-1} + \eta_{1, t} \\
\end{align*}
\]

(31)

Let’s consider two cases: \(a_{ij, 1} = 0.1\) and \(a_{ij, 1} = 0.5\) \((i = 1, 2; j = 1, 2)\). Intuitively, in both cases, the real causal influence from \(X_2\) to \(X_1\) should be completely different. The spectral BNC results in these two cases are reported in Fig. 6(b) from which one can see the different causal flows. However, based on (28), \(X_2\) has the same spectral BGC on \(X_1\) in these two cases [see Fig. 6(a)] because (28) has nothing to do with the coefficient \(a_{ij, 1}\). Hence, we confirm that, generally speaking, spectral BGC may not be the true causal flow between two blocks of time series and may lead to wrong interpretation.

![Fig. 6.](image)

**Example 2:** In this example, we will make a comparison between spectral BNC and conditional spectral BGC. Let’s analyze the following model with six variables:

\[
\begin{align*}
X_{11, t} &= -0.2x_{11, t-1} + 0.1x_{21, t-1} - 0.4x_{22, t-1} + 0.2x_{31, t-1} \\
X_{12, t} &= 0.4x_{11, t-1} - 0.2x_{12, t-1} + 0.1x_{22, t-1} - 0.4x_{31, t-1} \\
X_{21, t} &= 0.3x_{11, t-1} + 0.4x_{21, t-1} + 0.1x_{22, t-1} - 0.4x_{31, t-1} \\
X_{22, t} &= -0.2x_{11, t-1} + 0.3x_{21, t-1} + 0.4x_{31, t-1} - 0.2x_{32, t-1} + \eta_{1, t} \\
X_{31, t} &= -0.4x_{11, t-1} - 0.2x_{12, t-1} + 0.3x_{22, t-1} + 0.4x_{32, t-1} - 0.2x_{31, t-1} + 0.1x_{32, t-1} + \eta_{31, t} \\
X_{32, t} &= 0.1x_{11, t-1} - 0.4x_{12, t-1} - 0.2x_{21, t-1} + 0.3x_{22, t-1} + \eta_{32, t} \\
\end{align*}
\]

(32)

We consider 200 realizations of 10000 sample time points of (32). For each realization we will estimate the regression model by the approach introduced in (ii) of Property 1. We will calculate the F-norm of power spectrum matrix of \(X_i, i = 1, 2, 3\), reported in Fig. 7(a) from which it is clear that \(X_1, X_2, X_3\) have almost same F-norm of power spectrum matrix for all frequencies and are with a peak at \(f = 39.5\) Hz. Based on the estimated regression model we first compute spectral BNC and conditional spectral BGC values. Then, we calculate the average values across all realizations and report the results in Fig. 7(b). The first column in Fig. 7(b) shows direct spectral BNC values from \(X_1\) to \(X_1\), from \(X_1\) to \(X_2\), and from \(X_3\) to \(X_1\). It is notable that spectral BNC values from \(X_1\) to \(X_1\), from \(X_2\) to \(X_1\), and from \(X_3\) to \(X_1\) all have similar curves with the same peak frequency of 39.5 Hz as the power spectrum shown in Fig. 7(a). On the contrary, the second column of Fig. 7(b) is the conditional BGC values (from \(X_2\) to \(X_1\), and from \(X_3\) to \(X_1\)) which have different peak frequencies, which all are not at 39.5 Hz. Therefore, the spectral BNC results are much more interpretable and convincing than conditional BGC results.

Hence, by this example, we can claim that, generally speaking, spectral BGC may not necessarily reveal the strength of true causality.

**Example 3:** Since NC or GC is a special case of BNC or BGC, in this example we consider the simulation example of two univariate time series described in the first paragraph of simulation section [43] in order to provide more evidence to demonstrate spectral NC or BNC is much better than spectral GC or BGC to reveal true causality. According to the description the two channels have event-related potentials (ERPs) produced by one cycle of 12 Hz sinusoidal waves which are combined with ongoing activities. The single-trial amplitudes of the sinusoidal wave for Channel 1 are chosen independently in the interval \([2, 12]\). The single-trial amplitude for Channel 2 is the amplitude of Channel 1 plus standard Gaussian noise. The single-trial latency shifts for the ERP components are also considered and uniformly distributed between 0ms and 10ms. 500 trials (realizations), each with 120 data points at a sampling rate of 200Hz, are generated. Each trial is 600ms long, 100ms of which occurred prior to stimulus onset (0ms). The ERP for Channel 1 starts about 50ms after the stimulus onset, while the ERP from Channel 2 is delayed.
To apply spectral GC and NC on the residual data. To study event-related causality between Channel 1 and Channel 2, we use moving window technology with the window size of 10 samples (50ms) and overlap of 2 samples (10ms). Due to the lags of 20ms (4 sample points) between the two ERP components in each single trial, the optimal order for the regression model is chosen to be 6 over all windows in each single trial. Fig. 8(c) shows the time-frequency power spectra of both channels which are got by averaging over all trials. The figure clearly indicates the delayed (about 55ms for Channel 1 and 75ms for Channel 2 after stimulus onset by considering average 5ms latency shift since the single-trial latency shifts are uniformly distributed between 0ms and 10ms) enhanced lower frequency band (< 12Hz) activities. Figs. 8(d) and (e) describe the time-frequency causality flow (i.e., event-related causality flow) between Channel 1 and Channel 2 in terms of spectral GC and NC, respectively. From Figs. 8(d) and (e), we can clearly see that i) NC results demonstrate that there is stronger causal influence from Channel 1 to Channel 2 not only in lower frequency band (< 10Hz) but also in the frequency band (20 Hz) which is not consistent with the fact that no enhanced power can be found in the frequency band in Fig. 8(c). The time instant at which the enhanced causal influence takes place is before 50ms where ERP components has not appeared yet, this is obviously not true. Moreover, there is stronger causal influence from Channel 2 to Channel 1 in lower frequency band (< 5Hz) before 50ms. This result is definitely not true by above construction of both channels. Therefore, by moving window technology, we clearly show that NC results are much correctly reveal true causality between Channel 1 and Channel 2 than GC results.

To show the detailed causal influence in frequency domain, we first plot power spectra of two channels in Fig. 9(a) or Fig. 9(b) where the power amplitude is shown in dB. From Fig. 9(a) one can clearly see that the power amplitudes for the frequency range (> 20Hz) is very small and for both channels there is the same peak at 10Hz which surely comes from ERP components. From Fig. 9(b) one can clearly see that for both channels there are more three peaks at three different higher frequencies beside the peak at 10Hz. These peaks surely comes from ERP components. To calculate spectral GC and NC between Channel 1 and Channel 2, the optimal order of the regression model is chosen to be 5 (> 4, the delayed sample points due to the fact that Channel 2 lags behind Channel 1 by 20ms). NC and GC results are shown in Figs. 9(c) and (d) respectively. NC results in Fig. 9(c) demonstrate that there is the strongest causal influence from Channel 1 to Channel 2 at 10Hz and causality curve from Channel 1 to Channel 2 is consistent with the power spectrum curves in Fig. 9(b). The causal influence from Channel 2 to Channel 1 is very small over all frequencies and can be ignored compared to

by about 20ms. The ongoing activity for both channels is Gaussian white noise processes with zero mean and 0.05 standard deviation. These two noise processes are uncorrelated with each other. Fig. 8(a) shows the 500 simulated realizations (trials) for both channels. Since each ERP component involves one cycle of sinusoidal wave with ongoing activities of small amplitude, the former half cycle and the later half cycle in each ERP component have almost equal amplitude as seen in Fig. 8(a). However, it is surprisingly noted that for each ERP component in Figs 2(a) and (b) [43], the amplitude of the former half cycle is always much smaller than that of the later half cycle, so the whole cycle is not a sinusoidal wave at all. This violates the requirement of sinusoidal waves in ERP components. Therefore, based on the description in the first paragraph of simulation section [43], we can only plot Fig. 8(a) and cannot plot Figs. 2(a) and (b) [43]. Next, we discuss causality issue only based on Fig. 8(a). Since by construction, Channel 2 lags behind Channel 1 by 20ms, and the amplitudes of the two channels are assumed to be correlated on a trial-by-trial basis, there must exist a causal influence from Channel 1 to Channel 2 and no causal influence from Channel 2 to Channel 1.

To apply spectral GC and NC, we first obtain the average values (ave1 and ave2) of Channels 1 and 2 in each single trial, subtract ave1 (ave2) from Channel 1 (Channel 2), and get the residual data in Fig. 8(b). This ensures the zero-mean requirement for both channels in each single trial. We then

Fig. 7. (a) F-norm of power spectrum matrix of $X_i$ ($i = 1, 2, 3$) with a same peak frequency at $f = 39.5Hz$. (b) Spectral BNC results and conditional spectral BGC results.
larger causality from Channel 1 to Channel 2. These results are surely true by construction of both channels. GC results in Fig. 9(d) demonstrate that there is strong causal influence (a peak can be seen at 11.7 Hz) from Channel 1 to Channel 2 over all frequencies and causality curve from Channel 1 to Channel 2 is not consistent with the power spectrum curves in Fig. 9(b) at all, although the causal influence from Channel 2 to Channel 1 is very small over all frequencies and can be ignored compared to larger causality from Channel 1 to Channel 2. Therefore, in frequency domain, we once again demonstrate that NC method is much better to reveal true causality than GC method.

Example 4: In this example we consider Example 5 [30]. The EEG recording is from the patient suffering from seizure in left temporal lobe (see the detail for the ERP experiment described in [30]). The EEG recording includes 8 right and 8 left temporal depth electrode channels. Their ERP images are plotted in Fig. 10 and clearly show cortical activity changes after stimulus onset at most of channels where we use the average referenced iEEG. To study event-related causality between different blocks, as in [30] we use moving window technology with the window size of 150 samples (240 ms) and overlap of 75 samples (120 ms) and select the regression model order of 8 for all windows in our data set.

In [30] we calculated causal influence between two univariate channels (L4 and R5) by using spectral NC, GC, PDC and RPC methods. The results demonstrated that spectral NC results are much more advantageous over GC, PDC and RPC by the fact that only spectral NC results have the similar enhanced frequency band (< 8 Hz) as R5 and L4 shown in Fig. 16(b) in [30] from which one can clearly see the obvious delayed lower frequency band (< 8 Hz) activities after stimulus onset (about 250 ms later). These results are consistent with existing findings that theta (4 ~ 7 Hz) band oscillations are prominent phenomena in cognitive processes of human and animal investigations [44]-[46]. This may play a vital role in memory consolidation and memory encoding [47]-[49].

Now let R={R4,R5} and L={L4,L5} be two blocks of channels, we will take R and L as an illustrative example. According to spectral BNC and spectral BGC methods, we calculate blockwise causality between two blocks of R and L. Fig. 11(a) and Fig. 11(b) describe the power spectra of L4, L5, R4, R5 which are got by averaging over all trials. The figures clearly demonstrate the delayed (about 250 ms after stimulus onset) enhanced lower frequency band (< 8 Hz) activities. Fig. 11(c) describes the F-norm of power spectrum matrix of R or L which are got by averaging over all trials. The figure also clearly indicates the similar delayed enhanced activities. Fig. 12(a) and Fig. 12(b) describe the time-frequency causality flow (i.e., event-related causality flow, please refer to [17] for more details) between R and L in terms of spectral BNC and BGC, respectively. From these two figures (Fig. 12(a) and Fig. 12(b)), we can derive two important findings.

The first finding is that the causal influence from R to L revealed by both measures is significantly enhanced after stimulus onset (about 250 ms delay). Please note, in order to test the significance level for each measure, we employ the statistical testing framework introduced in [17]. However,
only spectral BNC discloses the enhanced frequency band (< 8Hz). This situation is consistent with the delayed enhanced activities of R and L demonstrated in Fig. 11(a) and Fig. 11(b). Therefore, the result should be convincing and true. The spectral BGC method demonstrates that the enhanced frequency band is less than 2Hz and is not the enhanced band (< 8Hz) shown in Fig. 11(a) and Fig. 11(b), as a result, we believe that the spectral BGC result leads to misinterpretation.

The second finding is that both methods verify the much small causal flow from L to R compared to that from R to L. These results demonstrate the asymmetric interactions between the two blocks, that is, R has a much stronger directional interaction on L. We believe, the major reason causing this phenomenon is some of brain functions in left temporal lobe were lost because the patient had a left temporal lobe epilepsy so that the information flow in left temporal lobe is kept from transmitting to right temporal lobe.

To summarize, by analyzing the neurophysiological data from one patient, we once again demonstrated that the spectral BNC method can get better satisfactory and convincing results than the spectral BGC method.

IV. CONCLUSION

In neuroscience, currently multi-channels of EEG recording and functional imaging play a more and more important role in studying network mechanisms for cognition or disease diagnosis. For example, we may be interested in causal flow among different subsets (or groups, blocks) of the brain areas. Multivariate BGC is an useful tool to reveal causal influences between two blocks of time series. Especially the spectral BGC can be used to study blockwise causal influences in a variety of frequencies when one performs cognitive or perceptual tasks. For three or more blocks of variables, conditional BGC can be applied to study causal interactions in both time and frequency domains.

In this paper, we extended NC definition in [30] to blockwise case. We first considered time domain and proposed BNC definition from \( X_2 \) (one block of time series) to \( X_1 \) (the other block of time series) for the blockwise linear regression model. In BNC definition we considered all contributions to current \( X_1 \), viewed \( X_2 \) (its past values) as one of these contributions, and described the proportion that \( X_2 \) has among all these contributions. We pointed out that any contribution to current \( X_1 \) should be considered when introducing a good causality method, this is a general guideline for proposing any good causality method. Any causality method violating this guideline inevitably cannot reflect well the true causality or the trend of the true causality for two blocks of variables. BGC method violates this guideline and as a result may not disclose the true causal flow. So, one may make wrong interpretations only based on BGC value, such as, a bigger BGC value may not mean larger true causality; even in the case that BGC value is zero, true causality may still exist and can be obtained by BNC method. Therefore, one should be careful in drawing any conclusion only according to BGC.
value. We then discussed in frequency domain and pointed out that generally speaking, any causality definition according to the transfer function matrix or its inverse matrix of the linear regression model (frequency domain), such as, spectral BGC and conditional spectral BGC, may not disclose the true causality for two blocks of variables. To better disclose the true causality, we used a concept of proportion as in the time domain case and proposed the spectral BNC which describes how much proportion that one block of variables occupies among all contributions to another block of variables in the blockwise linear regression model (frequency domain). By several illustrative examples we demonstrated that our BNC definitions (in both of time and frequency domains) are more accurate and sensitive to reveal the true causality or the trend of true causality than the existing related definitions in the literature. Specifically, for a real EEG data from an epilepsy patient we applied the spectral BNC method and obtained satisfactory and convincing results. However, when we applied the spectral BGC method, the results were misleading. Thus, our BNC definitions as well as our previous NC definitions in [30] may have wide applications to reflect true causality among two blocks of variables or two univariate variables in economics, neuroscience and engineering.
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